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1. INTRODUCTION
1.1 Rough Clustering Analysis

Cluster analysis1,12 is the data analysis tool in data mining.  
It is used to grouping the objects into classes or clusters, so that 
objects within a cluster have high similarity and dissimilarity 
to objects in other clusters. The main resolution of clustering 
is to reduce the size and complexity of the dataset. The rough 
set9,10 based clustering method is a mathematical tool to handle 
uncertainty and incomplete information by applying two 
accurate sets, the lower and upper approximation. The lower 
approximation is the set of objects definitely belonging to 
the imprecise concept. The upper approximation is the set of 
objects probably belonging to the imprecise concept. 

Figure 1 show that the lower and upper approximation 
of the rough set is represented as positive region and negative 
region. The properties of the rough k-means clustering are
• Property 1: A data object can be a member of one lower 

approximation at most.
• Property 2: A data object that is a member of the lower 

approximation of a cluster is also member of the upper 
approximation of the same cluster. 

• Property 3: A data object that does not belong to any 
lower approximation is member of at least two upper 
approximations.
In this study, entropy rough K-Means method is developed 

by adapting entropy measure based preliminary centroid 
selection method with rough k-means algorithm and detection 
of outliers and also validated the clustering algorithms using 
validity indexes are described with an example in the following 
section.

2. CLUSTERING PROCESS BY ENTROPY 
MEASURE

2.1 Methodology for Finding Preliminary Centroids
The preliminary centroids play a vital role in clustering 

process. Sometimes the algorithm produces bad clustering 
results due to selecting wrong centroids by randomly in the 
given data set. The entropy measure is used to select the 
preliminary centroids for rough clustering process is described 
with an example in the following section. 
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Figure 1. Regions of rough set.
2.2 Entropy based Preliminary Centroid Selection 

Method     
Step 1:  The objects having minimum entropy value are 
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assigned as initial objects of lower approximation for each 
cluster and measured by the following steps 

( ) ( )( )2 2log 1 log (1 )
j i

ij ij ij ij ij
j x

Epy S S S S
≠

ε

= − + − −∑        (1)

Sij   represents the similarity value between the two objects and 
is calculated as follows.

ijDist
ijs e−α=                                                                    (2)

Step 2: Distij represents the distance between the two 
objects and is calculated by using Eqn. (3)
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The similarity value between any two points lies in the 
range of 0.0 to 1.0 

ln 0.5
Dist

α = −                                                                     (4)

α  represents geometric constant and is determined that 
the ln (0.5) is calculated as -0.693, Dist    represents the average 
distance of all the objects and is determined as follows
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Step 3: The total entropy (TE) value of an object is 
calculated as follows.
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2.3 Example of Entropy based Centroid Selection 
Method
Table 1 is used as sample dataset for calculation of entropy 

measure and the distance between the two objects is calculated 
as follows. The value of i should be greater than j

2 2
1 1 2 2( ) ( )ijDist x x x x= − + −                                    (7)

x and y represent an object (0 3) and calculate the distance 
between object1 and object2 as follows

2 2
12 (0 1) (3 3)

1.00
d = − + −

=
       

2 2
13 (0 3) (3 1)

3.60
d = − + −

=
  

Similarly, we can calculate the remaining object distances 
are listed in the matrix below

1.00 3.60 5.83 6.7 4.12 7.28 8.54 3.60 9.00
2.82 5.00 5.83 3.16 6.32 7.61 3.16 8.00

2.23 3.16 1.41 5.66 7.07 5.09 6.32
1.00 2.24 5.39 6.71 6.70 5.00

2.83 5.01 6.32 7.21 4.24
4.24 5.65 4.47 5.1

1.41 5.01 2.83
6.00 3.16

7.61
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The mean distance is calculated by average of all object 
distances in the matrix

Mean distance = 220.9195 / 45 
    = 4.9093
The value of α can be calculated using the Eqn. (4)
                     α = - (ln 0.5) / 4.9093 
                        = - (-0.6931) / 4.9093 
     = 0.1412
The similarity measure between two objects is calculated 

by using the Eqn. (4) as follows
S12 = e (– 0.1412*1.00)  = 0.8683
S13 = e (– 0.1412*3.60)  = 0.6015
S14 = e (– 0.1412*5.83)  = 0.4390
likewise, we can calculate the similarity values of 

remaining objects and are listed in the matrix below

0.86 0.60 0.43 0.38 0.55 0.35 0.29 0.60 0.28
0.86 0.67 0.49 0.43 0.63 0.40 0.34 0.64 0.32
0.60 0.67 0.73 0.64 0.82 0.45 0.37 0.49 0.41
0.44 0.49 0.73 0.87 0.73 0.47 0.39 0.39 0.49
0.39 0.44 0.64 0.87 0.67 0.49 0.41 0.36 0.55
0.56 0.64 0.82 0.73ijS =

0.67 0.55 0.45 0.53 0.49
0.36 0.41 0.45 0.47 0.49 0.55 0.82 0.49 0.67
0.30 0.34 0.37 0.39 0.41 0.45 0.82 0.43 0.64
0.60 0.64 0.49 0.39 0.36 0.53 0.49 0.43 0.34
0.29 0.32 0.41 0.49 0.55 0.49 0.68 0.64 0.34
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The Entropy value between object 1 and object2 can be 
calculated by using the Eqn (1) 

Epy12 = - (S12* log2 * S12) + (1- S12)* (log2 * 1- S12)
          = - (0.86 *log2 (0.86) + 0.14 *log2 (0.14))
          = - (-0.1871 + (-0.3971))
          = 0.5842
Similarly, we can calculate the entropy value of remaining 

objects and are listed in the matrix below.

Object  No
Objects (x)

Attribute1 (X1) Attribute2 (X2)
1 0 3
2 1 3
3 3 1
4 5 0
5 6 0
6 4 2
7 7 5
8 8 6
9 2 6
10 9 3

Table 1. Sample data set
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0.58 0.97 0.99 0.96 0.99 0.94 0.88 0.97 0.86
0.58 0.91 1.0 0.99 0.94 0.98 0.92 0.94 0.91
0.97 0.91 0.84 0.94 0.68 0.99 0.95 1.00 0.98
0.99 1.00 0.84 0.56 0.84 0.99 0.96 0.96 1.00
0.96 0.99 0.94 0.56 0.91 1.00 0.98 0.94 0.99
0.99 0.95 0.68 0.8ijEpy =

4 0.91 0.99 0.99 0.99 1.00
0.94 0.98 0.99 1.00 1.00 0.99 0.68 0.99 0.91
0.88 0.93 0.95 0.96 0.98 0.99 0.68 0.98 0.94
0.97 0.94 1.0 0.96 0.94 0.99 1.00 0.98 0.92
0.86 0.91 0.98 0.99 0.99 1.00 0.914 0.94 0.92
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The Total entropy of an object is calculated as follows
TEi = 0.58+0.97+0.99+0.96+0.99+0.94+0.88+0.97+0.86
      = 8.1401
Similarly, we can calculate the total entropy (TE) values 

of remaining objects and are listed in the matrix below

8.1401
8.1608
8.2700
8.1598
8.2840
8.3540
8.4951
8.2986
8.7275
8.5156

iTE
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Based on the maximum TE values of the objects are 
arranged in the order of 1,4,2,3,5,8,6,7,10,9 and assigned in 
the lower approximation of consecutive clusters and then  the 
preliminary centroids for clustering process from Eqn. (8) are 
determined.

2.3.1 Entropy based Rough K-Means Clustering
Step 1: Allocate objects as preliminary objects in lower 

approximation of clusters by using Eqn. (6)
Step 2: Calculation of the centroids mk are calculated 

as follows: 
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wl and wb represent the lower approximation and boundary 
area of the cluster. The kC and  Bk k kC C C= − represent 
the numbers of objects in lower approximation and boundary 
area.
Step 3: Assign the objects to the lower and upper 

approximations. 
(i) Object Xn , determines its closest mean mh 

min
, 1...min ( , )n h k k n kd d X m==                                            (9)

Assign Xn to the upper approximation of the cluster h: Xn 
∈Ch.  

(ii) Determine the mean mt that is also close to Xn. which is 
not farther away from Xn than d(Xn, mh).  here T is a given 
threshold:  

{ }: ( , ) ( , )n k n hT t d X m d X m h k= − ≤ ε ∩ ≠                (10)

If T= ∅ (Xn is also close to at least one other mean mt 
besides mh) Then Xn∈   Ct, ∀ t∈T. 

Else Xn∈Ch. 

Step 4: If the algorithms do not meet convergence criteria, 
continue with step otherwise stop the process.

2.4 Example of Entropy Rough K-Means Clustering 
Method
The sample dataset for rough k-means is listed in the 

Table 1.
Algorithm:  Rough K-Means clustering algorithm  

Step 1: Select the number of clusters n = 3
Assign initial objects to lower approximation of each 

cluster by using entropy measure

1
3

1
2
2

1
2

3
1

3

lowerC

− − 
 − − 
 − −
 
− − 

 − −
 =

− − 
 − − 
− − 

 − − 
 − − 

Clower represents lower approximation of the cluster. The value 
1, 2, 3 indicated in the matrix represents the objects placed 
in lower approximation of the cluster1, cluster2 and cluster3, 
respectively and are mentioned below

cluster1 = {obj1, obj3, obj6, obj9}
cluster2 = {obj4, obj5, obj7}
cluster3 = {obj2, obj8, obj10}

Step 2: Calculate the preliminary centroid (cij or mnij) 
of each clusters by using the following step
Centroid = (sum of column wise objects values in a 

cluster) / no of objects in a cluster
Determination of Centroid 1 for cluster 1:
C(1,1) = (x(1,1)+ x(3,1)+ x(6,1)+ x(9,1)) / 4
            = (0+3+4+2)/4  = 2.25
C(1,2) = x(1,2)+ x(3,2)+ x(6,2)+ x(9,2) / 4
           = (3+1+2+6) / 4 = 3.00
Determination of Centroid 2 for cluster 2:
C(2,1) = (x(4,1)+ x(5,1)+ x(7,1) )/ 3
           = (5+6+7)/3  = 6.00
C(2,2) = (x(4,2)+ x(5,2)+ x(7,2)) / 3
           = (0+0+5) / 3 = 1.66
Determination of Centroid 3 for cluster 3:
C(3,1) = (x(2,1)+ x(8,1)+ x(10,1)) / 3



DEF. SCI. J., VOl. 66, NO. 2, MARCh 2016

116

            = (1+8+9)/3  = 6.00
C(3,2) = (x(2,2)+ x(8,2)+ x(10,2)) / 3
           = (3+6+3) /3  = 4.00
The calculated preliminary centroids values for all the 

clusters and are listed below
2.25 3.00
6.00 1.66
6.00 4.00

ijc
 
 =  
  

Step 3: Calculation of distance between objects and 
centroids.
Distance between object1 and centroid1 is calculated as 

follows

2 2
1 1 11

2 2
12

2 2
13

( , ) (0 2.25) (3 3.00)
2.25

(0 6.00) (3 1.66)
6.14

(0 6.00) (3 4.00)
6.08

d x c d

d

d

= = − + −

=

= − + −

=

= − + −

=

Similarly, the distance between remaining objects (obj2 
to obj10) with three centroids are calculated and listed in the 
matrix below

2.25 6.14 6.08
1.25 5.17 5.09
2.13 3.07 4.24
4.06 1.93 4.12
4.80 1.66 4.00
2.01 2.02 2.82
5.15 3.48 1.41
6.48 4.77 2.81
3.01 5.90 4.47
6.75 3.28 3.16

ijd
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Step 4: Assignment of objects in appropriate clusters
The distance between object1 and centroid1 is minimum. 

So object1 is placed in cluster 1 and then the object placed 
in lower or upper approximation is identified by using the 
following steps.

In each row from above matrix, the dij is divided by by 
minimum distance value of that row and the object whose 
difference is less than threshold is found and the object only 
in the upper approximation of more than one clusters is 
assigned.

Assignment of objects in lower and upper approximation

If (diff > threshold)                                   
     (threshold = 0.4)
    Objects in lower and upper approximation of the 

same cluster can be placed.
Else
    Objects only in upper approximation of more than 

one clusters can be placed.

If (diff = (d12 /d11))             
            = 6.14/2.25
            = 2.272 > threshold 
If (diff = (d13 /d11)) > threshold
            = 6.08/2.25
            = 2.70 > threshold
The diff value is greater than threshold value for object1. 

hence the object1 is placed in lower approximation and upper 
approximation of cluster1.

By property 3, if the data object does not belong (diff < 
threshold) to any lower approximation, it might be the member 
of at least two upper approximations.

Similarly, the assignment of remaining objects (obj2 
to obj10) into the lower and upper approximations of the 
appropriate clusters can be determined and the assignment 
of objects in the lower approximation of specific clusters are 
listed in the matrix below

1
1
1

2
2

1
3
3

1
3
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 − − 
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 − − 
 − − 

By rough property2: The data object in the lower 
approximation of a cluster is also member of the upper 
approximation of the same cluster.

1
1
1

2
2

1
3
3

1
3

Upperc

− − 
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 − −
 
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 − −
 =

− − 
 − − 
− − 

 − − 
 − − 

Cupper represents upper approximation of the clusters and 
finally the objects are placed in the appropriate clusters.

cluster1 = {obj1, obj2, obj3, obj6, obj9}
cluster2 = {obj4, obj5}
cluster3 = {obj7, obj8, obj10}

Step 5: Checking the convergence criteria of the 
clustering algorithm
Target = (new centroid – old centroid)
If convergence criterion (Target < 0.01) is met, the 

algorithm has be stopped
Else go to step2.
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3. OUTLIER DETECTION TECHNIQUES
The data objects that do not obey with the general 

behaviour of the data and grossly different from the remaining 
set of data are called outliers2. Outlier detection and analysis is 
an interesting data mining task, referred to as outlier mining or 
outlier analysis.

3.1 Detecting outliers on Cellular Localisation Sites 
of Proteins
Protein is a macro nutrient composed of amino acids that 

is essential for the proper growth and function of the human 
body. while the body can construct several amino acids 
required for protein production, a set of fundamental amino 
acids needs to be obtained from sources. In the yeast dataset, 
the defective proteins (abnormal proteins) are considered as 
outliers, which are identified by the entropy rough outlier 
factor (EROF) method on ERKM clustering algorithm. 

3.1.1 Detection of outlier  by Entropy Rough Outlier 
Factor 

The outlier is identified by entropy based rough outlier 
factor (EROF), which indicates the degree of outlierness for 
every object in the yeast dataset. The EROF based outlier 
detection method is defined as follows

The entropy value of an object is calculated as follows
*logi i iE P P=                                                               (11)

Pi represents the distance between the object and 
centroid.

max min( )
* 1

2
ii i

i
CE E

EROF
n

  −
 = −     

                       (12)
 

max
iE  and min

iE  represent maximum and minimum entropy 
value of ith object. iC  denotes the cardinality of cluster ci. 

For any object x∈ci, EROFi is entropy based rough 
outlier factor of cluster ci and it is calculated for each cluster 
separately, the entropy value of each objects in the clusters is 
compared by EROF of that cluster. If Ei < EROFi then objecti 
is consider as ER-based outlier. The detected outlier objects are 
considered as abnormal protein or defective protein in cellular 
localisation sites of protein. The outlier detection algorithm is 
defined as follows

3.1.2 Outlier Detection Algorithm
Input:
       |U| = total number of objects,
        C = the number of clusters
Output:
Outliers and Objects in appropriate clusters
Steps  
1. For every xi ∈U 
2. For j = 1 to n 
3.  Calculate the entropy value Ei  of each object by 

using Eqn.(11)
4. End 
5. For i =1to c
6.   Calculate EROFi of the cluster by using Eqn. (12)
7. End
8. For i = 1 to c

9. For j = 1 to n
10. If EROFi >Ej, then objectj is called as outlier
11. End 
12. End
13. End

3.1.3 Numerical Example of Outlier Detection 
Method

Table 1 is used as sample dataset for outlier detection 
method. The calculated centroid values are

2.25 3.00
6.00 1.66
6.00 4.00

ijc
 
 =  
  

The entropy value of an objects in the clusters is calculated 
by using Eqn (11).

cluster1 = {obj1, obj2, obj3, obj6, obj9}
The calculated distance between objects and centroid1 in 

cluster1 is {2.25, 1.25, 2.13, 2.01 and 3.01}. 
The entropy value between object1 and centroid in 

cluster1 (Eij) is calculated as follows 
E11 = 2.25*log 2.25  = 0.7924
E12 = 1.25*log 1.25  = 0.1211
E13 = 2.13*log2.13   = 0.6994
E14 = 2.01*log2.01   = 0.6094
E15 = 3.01*log3.01   = 1.4404
The EROF of cluster1 is calculated by using Eqn. (12) as 

follows
EROF1 = (1.4404-0.1211)* 1-(5/10)
            = 0.6595
The entropy value of objects 2 and 4 are less than EROF 

value of cluster1 and is detected as outliers.
Objects in cluster2 = {obj4, obj5}. The entropy values of 

objects in the cluster2 are calculated as follows
E21 = 1.93*log1.93  = 0.5511
E22 = 1.66*log1.66  = 0.365
The EROF value of the cluster2 is calculated as follows
EROF2 = (0.1854)*(0.8)
            = 0.1483
hence, there is no outlier in cluster 2.
Objects in cluster3 = {obj7, obj8 and obj10}. The entropy 

value for 3 objects in the cluster 3 is calculated as follows
E31 = 1.41*log1.41 = 0.2103
E32 = 2.81*log2.81 = 1.2621
E33 = 3.16*log3.16 = 1.5790
The EROF value of cluster 3 is calculated as follows
EROF3= (1.3687)*(0.7)
             = 0.9580
hence, the entropy value of an object 7 is less than 

EROF value of cluster3 and is identified as outlier. Likewise 
the outliers are detected in the protein localisation sites using 
EROF method.

4. CLUSTER VALIDATION TECHNIQUES
Clustering validity measure3 is used to evaluate the quality 

of clustering results. It is also used to find the optimal number 
of clusters. The rough clustering methods are validated by two 
cluster validity measures namely
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 Rand index •	
 Adjusted Rand index•	

4.1 Rand Index 
The rand index (RI)11 proposed by Rand is a popular cluster 

validity measure used for cluster validation and computed as 
follows a dRI

a b c d
+

=
+ + +

                                                        (13)

a -  objects in a pair are placed in the same group in U and in 
the same group in V.

b -  Objects in a pair are placed in the same group in U and in 
different groups in V.

c -  Objects in a pair are placed in the same group in V and in 
different groups in U.

d -  Objects in a pair are placed in different groups in U and in 
different groups in V.
The measures a and b can be taken as agreements, and  b 

and c as disagreements. The Rand index value lies in between 
0 and 1. when the two partitions agree perfectly, the rand index 
is 1. 

4.2 Adjusted Rand Index
The adjusted Rand index is the corrected and improved 

version of the Rand index. Though the Rand index may only 
yield a value between 0 and +1, the adjusted Rand Index can 
yield negative values if the index is less than the expected 
index.      

2( )
( )( ) ( )( )

ad bcARI
a b b d a c c d

−
=

+ + + + +

                          

(14)

( ) ( )( ) ( )( )

( )( ) ( )( )
2

2

2

n
a d a b a c c d b d

ARI
n

a b a c c d b d

 
 + − + + + + +   

 =
 

 − + + + + +   
 

  (15)

4.3 Numerical Example of Cluster Validity Measure 
The rand index of the clustering process needs the 

contingency table and it can be developed during the clustering 
process. Table 2 represents the contingency table of the 
clustering process.

can be represented in the rand index as follows

4 1
2 3

n
 

=  
 

The Rand index can be calculated by substituting the 
values from Table 3 in the Eqn. (13). The value of a, b, c and d 
can be calculated as follows

'

1 1

1 ( 1)
2

K K

ij ij
i j

a n n
= =

= −∑∑                                                (16)

For I =1 to 2 and j=1 to 2
( ) ( )( ) ( ) ( )( )
( ) ( )( ) ( ) ( )( )
1,1 * 1,1 1 1,2 * 1,2 11

2 2,1 * 2,1 1 2,2 * 2,2 1

n n n n
a

n n n n

 − + − +
 =
 − + − 

    = (4*(4-1) + 1*(1 – 1) + 3*(3-1) + 2*(2-1))/2
 a = 10

Table 2. Contingency table for comparing partitions u and v

Clusters
V

v1 v2 … Vc Total

   
Class

u1 t11 t12 … t1c t1.

u2 t21 t22 … t2c t2.

.

.
.
.

.

.
.
.

.

.
.
.

ur tR1 tR2 … tRC tR.
Total t.1 t.2 … t.C t..= n

Table 3. Example for contingency table

Segment
Clusters

C1 C2 Total
Segment1 4 1 5

Segment2 2 3 5
   Total                                      6 4      N =10

tRC, represents the number of objects that were classified 
in the rth subset of partition R and in the cth subset of partition 
C. From the total number of possible combinations of pairs 
( )2

n  from a given set, the results in four different types of pairs 

The value of b can be calculated as

' '
2 2
.

1 1 1

1
2

K K K

i ij
j i j

b n n
= = =

 
 = −
 
 
∑ ∑∑                                           (17)

( ) ( )( ) ( ) ( )( )
2 2

.

1,1 1,2 2,1 2, 2
2

.1
n n n n

k
ij

n  
= + + + 

 

′
∑
=

                              
                     
              = (4+1)2 + (2+3)2

                   = 50

( ) ( ) ( ) ( ){ }2 2 2 21,1 1,2 2,1 2,2
2
.1 1

n n n n
k k

ji j
n = + + +

′
∑ ∑
= =

   

                         = 42 +12+22+32                    
                         = 30
b = (50-30) / 2
b = 10

The value of c can be calculated as
'

2 2
.

1 1 1

1
2

K K K

i ij
i i j

c n n
= = =

 
 = −
 
 
∑ ∑∑                                           (18)

   ( ) ( )( ) ( ) ( )( ){ }2 22
. 1,1 2,1 1,2 2,2jn n n n n= + + +          

     
         = (4+2)2+ (1+3)2          
         = 52
      C = (52-30)/ 2
          = 11



AShOK & NAwAz: OuTlIER DETECTION METhOD ON uCI REPOSITORy DATASET 

119

The value of d can be calculated as
' '

2 2 2 2
. .

1 1 1 1

1
2

K K K K

ij i j
i j i j

d N n n n
= = = =

  
  = + − +
  

  
∑∑ ∑ ∑                (19)

d =1/2((102 +30) – (50+52))
d = 14
By using the value of a, b, c and d the rand index is 

calculated as follows
RI = (10+14) / (10+10+11+14)     
      = 0.588
RI = 0.588

4.4 Numerical Example of Adjusted Rand index
The Adjusted rand index can be calculated by using the 

Eqn. (14-15). The value of a = 10, b = 10, c = 11, d = 14 are 
calculated by rand index method. The Adjusted rand index is 
calculated as follows

ARI  = 2((10*14) - (10*11)) / (10+10) * (10+14)  
        + (10+11) * (11+14)

 = 60 / (480+525)
 = 0.0597
ARI =0.0597

5. EXPERIMENTAL RESULTS AND DISCUSSION
The experimental result analysis is carried out by 

considering different data sets from uCI data repository and 
the rough clustering algorithms are validated through cluster 
validity measure. 

5.1 Datasets
The dataset of the clustering process can be downloaded 

from the uCI repository  www.ucirepository/dataset/ (Table 
4.).

Table 4. UCI reposistory dataset

Data set No of 
objects

No of 
features

No of 
clusters

No of objects in per 
cluster

yeast 1484 8 10 463-429-244-163-51-
44-37-30-20-05

Iris 150 4 3 50-50-50

E-coli 336 3 8 143-77-52-35-20-05-
02-02

Glass 214 9 6 70-76-17-13-9-29

wine 178 13 3 59-71-48

Diabetes 768 8 2 500-268

Table 5. Accuracy of the clustering algorithms

Dataset Clusters
Selection of preliminary centroids by
Random method
(Accuracy rate %)

Entropy method
(Accuracy rate %)

Iris 3 67 93
yeast 10 70 92
Ecoli 8 69 96
Glass 6 55 85
wine 3 70 90
Diabetes 2 59 92

with the clusters already available in the uCI dataset. The 
evaluated accuracy rate of the clustering process is depicted 
in the Table 5.

Table 5 show that ERKM algorithm achieves better 
clustering results because of the highest accuracy rate obtained 
by selection of better preliminary cluster centroids for clustering 
process.

5.2 Accuracy of Clustering Method by Selection of 
Preliminary Centroid Method  
The entropy based preliminary centroid method was 

discussed and ERKM clustering algorithms was developed 
(section.2.5) The rough K-Means clustering algorithm is 
executed with entropy based preliminary centroid selection 
method. The accuracy of clustering method is determined by 
comparing the clustering results obtained by the experiment 

5.3 Detecting Outlier on Cellular Localisation Sites 
of Protein
The outliers are identified by the entropy based rough 

outlier factor (EROF) method and it was discussed early 
section. It is able to identify the outliers on protein localisation 
sites (yeast dataset) very well. The ERKM algorithm is 
executed with EROF outlier detection method on yeast dataset. 
The yeast dataset is defined as follows

It has been used to find localisation site of protein. The 
data set contains 1484 records (objects). It has eight features 
(attributes) are mcg, gvh, alm, mit, erl, pox, vac, nuc. Proteins 
are classified into various clusters are cytosolic or cytoskeletal, 
nuclear, mitochondrial, membrane protein without N-terminal 
signal, membrane protein with uncleaved signal, membrane 
protein with cleaved signal, extracellular, vacuolar, peroxisomal, 
Endoplasmic reticulum lumen. The objects in the yeast dataset 
are segregated by a number of clusters with outliers by ERKM 
with EROF method and are represented in the Table. 6.

The solid balls in the Fig. 2 represent data objects in the 
appropriate clusters and the red solid balls represent outliers 
(defective protein) identified by EROF method. In the protein 
localisation sites, the defective proteins are considered as 
outliers, which are identified by the EROF methods with ERKM 
clustering method. The defective proteins are may decrease the 
performance of clustering process. After removal of outliers 
in the protein localisation sites improves the performance of 
clustering process. 

likewise the EROF outlier detection method is executed 
on some other uCI repository dataset are iris, wine, Ecoli 
and Diabetes. The dataset wise outliers are detected and are 
denoted in the Table 7. The solid balls in Fig. 3 (a)-(d) represent 
data objects in the appropriate clusters and the red solid balls 
represent outliers in the appropriate clusters identified by 
EROF method.

5.4 Cluster Validity Measure 
5.4.1 Rand index Analysis

The RKM and ERKM clustering algorithms are validated 



DEF. SCI. J., VOl. 66, NO. 2, MARCh 2016

120

and compared by rand index and adjusted rand index with 
yeast dataset.  They are executed by changing the cluster value 
from 3 to 30 and the obtained rand index values are listed in 
the Table 8.

It show that the rough clustering algorithms performed 
very well and obtained different rand index and adjusted rand 
index values. But the ERKM algorithm obtained higher rand 

Table 6.  Cluster wise outlier detection on yeast dataset

Outlier detection on yeast dataset by EROF

Cluster name Objects in 
cluster

Cluster 
wise outlier

Outliers in a 
cluster (%)

Cytosolic (CyT) 463 10 4.63  

Nuclear (NuC) 429 14 3.20  

Mitochondrial (MIT) 224 10 2.24  

Membrane 3 (ME3) 163 12 1.66  

Membrane 2 (ME2) 51 5 2.33  

Membrane 1 (ME1) 44 6 8.00  

Extracellular (EXC) 37 4 7.36  

Vacuolar (VAC) 30 4 7.50  

Peroxisomal (POX) 20 2 10.0  

Endoplasmic reticulum 
lumen ( ERl) 5 1 20.0  

Total 1484 68 4.50  

Table 7.  Outlier detection on UCI repository dataset

EROF based outlier detection Method

Datasets Clusters No of objects Outliers Outliers in per 
cluster (%)

yeast 10 1484 68 6.80
Iris 3 150 3 1.00
E-coli 8 336 8 1.00
Glass 6 214 10 1.66
wine 3 178 7 2.33
diabetes 2 768 16 8.00

Figure 2.  Detecting outliers on protein localisation sites.

Figure 3.  Detecting outliers on dataset (a) Iris, (b) Ecoli (c) 
wine and (d) diabetes.

(c)

(a)

(d)

(b)



AShOK & NAwAz: OuTlIER DETECTION METhOD ON uCI REPOSITORy DATASET 

121

index and adjusted rand index values than RKM from the most 
of the obtained results.

6. CONCLUSION
In this study, the proposed method entropy rough K-Means 

clustering algorithm performed effectively and obtained higher 
clustering accuracy rate than other methods when executed 
with uCI repository dataset. The RKM and ERKM clustering 
algorithms are executed with uCI datasets and evaluated by 
rand and adjusted rand validity indexes. The experimental 
results shows that the ERKM clustering algorithm delivers 
better results than RKM clustering algorithms and increases 
the performance of clustering method. The EROF based 
outlier detection method can detect outliers’ effectively on 
protein localisation sites and improves the quality of the rough 
clustering method after removal of outlier in the dataset. The 
rough clustering is hybrid with fuzzy clustering method to 
improve the clustering process and detecting outliers is our 
future work.
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Table 8. Rand index analysis

Clusters
Rand  index Adjusted rand index

RKM ERKM RKM ERKM

3 0.5685 0.709 0.281 0.338
6 0.6827 0.662 0.342 0.354
9 0.6811 0.698 0.354 0.411

12 0.6713 0.685 0.302 0.341
15 0.6714 0.706 0.287 0.331
18 0.6832 0.681 0.301 0.303
21 0.6814 0.678 0.295 0.281
24 0.6818 0.715 0.292 0.303
27 0.6839 0.678 0.296 0.276
30 0.6806 0.699 0.279 0.311


