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1. INTRODUCTION
In any image-capturing system, the quality of the acquired 

image depends on many variants.  One such variant is motion 
blur due to the movement of the capturing platform against 
the earth motion, atmospheric distortion, and so on, which 
affects the quality of the image considerably. One of the low-
cost methods to resolve this issue is the software-based signal 
processing which can eliminate the blur in the captured image 
and also can get back spatial frequency information above the 
diffraction cap of the optical system1. 

Super resolution (SR) image may be defined as a 
constructed higher resolution (HR) image by combining group 
of lower resolution images that are sub-pixel altered from one 
another. The sub-pixel shifted images are usually affected by 
blur, noise, etc. Every low-resolution image will have additional 
information concerning about the scene. By grouping or super 
embossing many low-resolution images of particular scene, a 
single high resolution image can be constructed. By doing this 
all the additional information of every low-resolution image is 
on a single HR image which becomes a SR image, thus fusion 
of low-resolution images increases the resolution. 

One of the predominant methods for super resolution 
image construction is frequency domain method2. The basic 
concept of frequency domain approach is to consider the 
low-resolution images in frequency domain as aliased signal, 
and to find out the de-aliased signal which is the HR image. 
In the frequency domain method, several restrictions are set 
on the observation model. Further construction needs prior 
knowledge of the data and also a laborious process since data 
is inter-correlated in frequency domain. 

Second method is projection on to convex sets2. The HR 
image is acquired by introducing a cost function based on 
linear model defining the relevance between the HR and low-
resolution images. But the use of linear model results in non-
uniqueness of the solution and high computation.

Third method is statistical method for SR image 
reconstruction based on Bayesian method3 which uses maximum 
probability to find the solution. This method castigates the edge 
information and thereby reducing the quality of HR image. 
Recent decades have shown many reconstruction methods in 
spatial domain including the iterative back projection approach4, 
maximum likelihood approach5, maximum a posteriori (MAP) 
approach6,7, hybrid approach8, etc.

The recent advancement for SR image is the use of 
wavelet transformation9,10. Wavelets were first introduced as 
the base of a powerful new path to image analysis called multi-
resolution theory. As the name indicates, multi resolution 
theory is involved with the analysis of images at more than one 
resolution. It uses the inverse wavelet transform for combining 
low-resolution images that are subjected to various levels of 
decomposition to produce a HR image. Generally, wavelets 
have less spatial information and these do not have symmetry,  
except in Haar wavelet.

The recent decades have made use of framelet for 
image inpainting which is the fundamental problem in 
image processing11. Based on tight framelet digital image,  
watermarking has also been developed in the recent years12. The 
proposed method of enhanced fusion using framelet provides 
symmetry and preserves the edge information, providing a 
fruitful solution for numerous realistic cases.
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2. MATHEMATICAL FORMULATION FOR 
SUPER RESOLUTION IMAGE
Super resolution image reconstruction plays an important 

role in remote sensing as the satellite images are of multi-phase, 
multi-platform, multi-spectral and multi-sensor. In such remote 
sensing applications, ample image data are of taken from 
same area. To begin with, examine the super resolution image 
reconstruction problem and develop a perception model that 
correlates the original high resolution image to the observed 
low-resolution images.

let the HR image is of size 1 1 2 2PQ P Q×  taken in vector 
format as 1 2[ , ,...., ]T

NX x x x= , where 1 1 2 2N PQ P Q= × . The 
ith lower solution image be denoted in the vector form as 

,1 ,2 ,[ , ,...., ]T
i j j j My y y y=  for 1, 2,...j p= and 1 2M Q Q= × . The 

problem formulation is given by13,14

i i i iy DBW X n= +                                                           (1)
where yi - observed low-resolution image,

D - sub sampling matrix,
Bi - blur matrix,
Wi - wrap matrix,
X - original HR image,
ni - noise.
In practical cases, the wrap matrix is considered as the 

scene is wrapped because of the proportionate motion between 
the scene and the camera. The image is also degraded by other 
factors like optical blur, motion blur, and aliasing. So, such 
factors are taken into consideration for the super resolution 
image observation model.

3. FRAMELET TIGHT FRAME CONDITION 
AND FILTER BANKS
Wavelets have one scaling and one wavelet function 

whereas in the case of framelet, it has one scaling function 
( )tφ  and two wavelet functions 1( )tψ  and 2 ( )tψ 15.

A low-pass filter 0 ( )h n , and two high-pass filters 1( )h n
and 2 ( )h n are used in defining the scaling function and wavelet 
function. The scaling function and wavelet function equations 
are given as : 

( ) 2 ( ) (2 )

( ) 2 ( ) (2 ) 1, 2... 

o
n

i i
n

t h n t n

t h n t n i

φ = φ −

ψ = φ − =

∑

∑
                          (2)

where ( ),ih n n Z∈ are all filters having three-channel filter 
bank. 

Consider ( ) ( )k t t kφ = φ − and , , ( ) (2 )  1, 2,...j
i j k it t k for iψ = ψ − =for 

i=1,2,... ( )tφ and ( )i tψ  for which any square integral signal 
( )f t  is given by16

1 1, , 2 1, ,
0

( ) ( ) ( ) ( , ) ( ) ( , ) ( )k j k j k
k j k

f t c k t d j k t d j k t
∞ ∞ ∞

=−∞ = =−∞

= φ + ψ + ψ∑ ∑ ∑                      
        (3)

where ( ) ( ) ( )kc k f t t dt= φ∫
, ,( , ) ( ) ( )  1, 2.i i j kd j k f t t dt i= ψ =∫

A set of functions 1 1{ ,..... }N −ψ ψ in a space, 2L  is named 
as a frame if and only if 0,A B> < ∞ , so that for any function
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where A and B  are known a frame bounds. Tight frames 
appears in the special case of A=B. The bounds A and B take 
on the values given by17

21
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using scaling function deduce the tight frames, which is 
common way of using the multi-resolution analysis to have 
framelet transform.

3.1 IDEAL RECONSTRUCTION CONDITIONS
For analysis filter banks, a low-pass filter h0(n), which has 

an even length and which satisfies the symmetry condition of  
0 0 0 02 ( ) (1/ ) ( ) ( 1/ )H z H z H z H z− − − − is obtained.

The synthesis filter bank, which is the reconstruction part, 
was formed by taking the transpose of the analysis filter bank. 
For this, the analysis filter was time-reversed to produce the 
synthesis filter. The two equations given below give the criteria 
for ideal reconstruction based on multi-rate system theory18,19

2
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The poly-phase components are defined so that 
2 1 2

0 1( ) ( ) ( )  0,1, 2.j j jH Z H Z z H Z for j−= + =               (7)

The matrix form of ideal reconstruction is given by the 
equation

1(Z ) (Z) 2tH H I− =                                                         (8)

where
00 01

10 11

20 21

(Z) (Z)
(Z) (Z)(z)
(Z) (Z)

H H
H HH
H H

 
 =  
 
 

With 0 (n)h  being the low-pass filter which is symmetric,
1(n)h and 2 (n)h being high-pass filter which are symmetric 

or anti-symmetric, the objective is to construct three filters 
fulfilling the ideal reconstruction criteria.

3.2  ANALYTICAL METHOD OF IMAGE 
REGISTRATION
There are numerous algorithms for image registration. 

Among these the gradient method20 suits more for practical 
applications. But it works best in case the shift is small for 
low-resolution images. To overcome this, integrate the iterative 
technique4 with the image registration algorithm20. Here, 
we consider the first frame ( , )ir x y as the reference image. 
Considering this as reference the shifts in the remaining frames 
were calculated. Assume X denotes the total frames contained 
in a video, ip and iv  denotes the shifts in horizontal direction 
and vertical direction, respectively for the ith frame. The ith 
frame can be expressed as

( , ) ( , )i i i ir x y r x p y v= + +                                               (9)

where {2,3,4..., }k X∈ . By21 approximating Eqn. (9) we get
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( , ) ( , )1 1( , )1
r x y r x y

r r x y p vi i ix y

∂ ∂
≈ + +

∂ ∂
                      (10)

For solving the parameters kp  and kv ,apply the method 
of least square. For least square solution22 the error equation 
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should be minimised, 
where m and n - discrete variables for x and y directions 
respectively, M and N - total number of pixels in x and y 
directions respectively,  and i ip v - are the translational shifts 
in x direction and y direction between ith frame and original 
image.

Way of minimizing is to differentiate Eqn. (11) wrt ip and 
vi making the derivative equal to zero. Simultaneously solving 
the deriving equation, it can be represented as Eqn. (12):
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Equation (12) can be written in matrix form as R S V⋅ =

where 
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The registration parameter can be calculated as 1S R V−= . 
The frame ( , )ir m n is shifted by using these estimated shifts so 
that it closely matches with 1( , )r m n . The procedure is repeated 
till the registration estimates becomes as small as possible.

4.  PROPOSED ALGORITHM
The proposed algorithm consists of the following stages. 

(i) Image Registration, (ii) Image decomposition based on 
framelet transform, (iii) Framelet based image fusion. Figure 1 
gives the hierarchal flow of the proposed algorithm.

Algorithm for framelet-based enhanced fusion is as 
follows
• Obtain consecutive frames (low-resolution images) which 

are shifted and rotated from a video sequence.
• using analytical method of image registration, register 

the sub-pixels that are shifted and rotated in the low-
resolution images.

• Decompose the registered images into its framelet 
transform coefficient using 2-D framelet transform

• If a colour image is used, the above steps are to be repeated 
for R, G, and B bands for the low-resolution color image.

• Create a fused framelet transform using framelet-based 
enhanced fusion.

• Taking inverse framelet transform gives the fused image 
which is the SR image.

4.1  FRAMELET-BASED DECOMPOSITION
The analysis and synthesis filter banks were used for 

implementing framelet transform on the images. One low-
pass filter 0 ( )h n along with two high-pass filters 1( )h n and 

2 ( )h n dwell in the analysis filter bank. The analysis filter bank 
transforms the input image into three sub-bands 0 ( )H Z , 1( )H Z  
and 2 ( )H Z . 

( ) ( ) n

n
H z h n z−= ∑ denotes Z-transform of ( )h n . 

Each band is then down sampled by two. These are namely 
low-frequency sub-band, and two high-frequency sub-bands. 
The synthesis stage filters and analysis stage filters need not be 
the same. In this case where image is used, a two dimensional 
transform is required. A two-dimensional separable transform 
is similar to two one-dimensional transforms in series. One 
dimensional row transform succeeded by one-dimensional 
column transform brings the two-dimensional transform which 
is shown in Fig. 2. The transform is more efficient under the 

tight frame condition given in Eqn. (5), 
21

0

1 N

n
n

A B h
N

−

=

= = ∑  , 

where A and B are known as frame bounds

4.2  FRAMELET-BASED ENHANCED FUSION
The general practice of obtaining a fused framelet 

transform is by averaging the framelet coefficients. This leads 
to the blurring of the edge information and hiding of the finer 
details. So, much simpler method of creating fused framelet 
transform is proposed. using all the registered images, the 
highest value of the pixel from the framelet transform was 
selected for creating the fused framelet transform. let aij, 
bij, 

and cij 
denote the framelet coefficient of reference frame, 

and registered frames respectively. Then the, fused framelet 

Figure 1.  Proposed algorithm flowchart.

Input low Resolution Image

Framelet based Image Decomposition

Framelet based Enhanced Fusion

Inverse Framelet Transform

Reconstructed SR Image 

Analytical Method of Image Registration
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coefficient fij 
 is given by 

 if  and 

 if  and 

 if  and 

ij ij ij ij

ij ij ij ij ij

ij ij ij ij

a a b c
f b b a c

c c a b

 >
 

= > 
 >                                       

(13)

where i and j denote the rows and columns of images.  The 
inverse framelet transform of this gives the reconstructed 
super resolution image. Figure 3 gives a better picture of the 
process.

are real data experiments where the HR image is not known. 
In all of these experiments, the analytical method of image 
registration is assumed. To evaluate the reconstruction results, 
peak signal-to-noise- ratio (PSNR) and sharpness index23 are 
used for the case of stimulated experiments. The original HR 
image is not known in the case of real data experiments. So 
the evaluation was done based on blind image quality index 
(BIQI)24 and sharpness index23. For both of these indices, 
higher the values, better the image quality. The relative merit of 
the proposed model is assessed by comparing with the wavelet 
method and frequency domain method.

(b) Experimental Results
Initially the image quality index is calculated without 

the application of super resolution. The values obtained are 
tabulated in the Table 1 and Table 2.

Figure 3. Framelet-based fusion of low-resolution images.

Figure 2. 2-D analysis filter bank.

5.  RESULTS AND DISCUSSIONS
The experimental data and the results of the experiments 

with various methods and the proposed framelet method 
are presented in this section along with some analysis and 
discussions.

(a)  Experimental Setting 
For testing the performance of the framelet SR model, five 

data sets are used. The first three experiments are simulated 
experiments with known HR image. The next two experiments 

Table 1. PSNR and sharpness index values of different images 
in simulated experiments

Low-resolution sequence PSNR Sharpness index
EIA 17.3318 19.2993

Alpaca 15.2695 14.2359
Disk 18.9267 13.6626

Table 2. BIQI and sharpness index values of different images 
in real data experiments

Low-resolution sequence BIQI Sharpness index

Aerial 1 38.3281 14.5374

Aerial 2 11.5911 11.9759

In the simulated experiments, to verify the  
proposed algorithm, three data sets are taken from 
Multidimensional Signal Processing Research Group of 
uCSC25. For reducing the complexity, the first four frames 
from the three data sets are selected. As the number of frames 
increases, the quality also increases provided a compromise 
on the computation time is done.A strong registration method 
discussed in Section 3.2 is used as motion estimation model. 
Figure 4-6 shows the reconstruction results of these three data 
sets. In these figures, (a) is one frame of the low-resolution 
image sequence; (b) is the wavelet method reconstruction 
result; (c) is the frequency domain reconstruction result; and 
(d) presents the proposed framelet reconstruction result.

The evaluation results are shown in Table 3. This also 
shows that the proposed framelet method almost has the  
highest values of PSNR and sharpness index which is  
consistent with the visual results presented in Figs. 4-6.

In real data experiments, two data captured by an unmanned 
aerial vehicle (uAV) used are, respectively, ‘Aerial 1’ image 
having 297 uncompressed frames of size 640 x 480 and ‘Aerial 
2’ image having 438 uncompressed frames of size 720 x 480. 
Figures 7-8 show the reconstruction results of the two real data 
sets. In these figures, (a) is one frame of the low-resolution 
image sequence; (b) is the wavelet method reconstruction 
result; (c) is the frequency domain reconstruction result; and 
(d) presents the proposed framelet reconstruction result.
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The good performance of the proposed framelet method 
is also illustrated by the BIQI and sharpness index tabulated 
in Table 4. The table shows that the proposed framelet method 
has the highest values of BIQI and sharpness index, which Low-

resolution 
sequence

Assessment 
index

Wavelet 
method

Frequency 
domain

Framelet 
method

EIA PSNR 31.7238 33.3183 72.5638

Sharpness Index 21.3025 21.9033 21.9616

Alpaca PSNR 30.7164 36.2393 57.8823

Sharpness Index 17.0750 18.7591 18.8157

Disk PSNR 36.8472 38.4603 55.4846

Sharpness Index 16.8396 17.9425 19.1814

Table 3. PSNR and sharpness index values of different 
reconstruction methods in simulated experiments

Figure 6.  Reconstruction results of the ‘Disk’ image sequence: (a) low-resolution image, (b) wavelet method, (c) frequency domain 
method, and (d) framelet method.

Figure 5.  Reconstruction results of the ‘Alpaca’ image sequence: (a) low-resolution image, (b) wavelet method, (c) frequency domain 
method, and (d) framelet method.

Figure 4. Reconstruction results of the ‘EIA’ image sequence: (a) low-resolution image, (b) wavelet method, (c) frequency domain 
method, and (d) framelet method.

(c)(a) (b) (d)

(c)(a) (b) (d)

(c)(a) (b) (d)

Low-
resolution 
sequence

Assessment 
index

Wavelet Frequency 
domain

Framelet

Aerial 1 BIQI 43.7090 44.3702 47.5140
sharpness index 14.1601 15.6753 16.0839

Aerial 2 BIQI 17.9825 18.9845 29.8068
sharpness index 11.8850 13.7608 13.7619

Table 4.  BIQI and sharpness index values of different 
reconstruction methods in real data experiments
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Figure 7.  Reconstruction results of the ‘Aerial 1’ image sequence: (a) low-resolution image, (b) wavelet method, (c) frequency domain 
method, and (d) framelet method.

Figure 8.  Reconstruction results of the ‘Aerial 2’ image sequence: (a) low-resolution image, (b) wavelet method, (c) frequency domain 
method, and (d) framelet method.

(c)

(a) (b)

(d)

(c)

(a) (b)

(d)



DEF. SCI. J., VOl. 65, NO. 4, July 2015

298

illustrates that the proposed framelet method produces a better 
reconstruction result.

(c)  Discussion
using SR technique, the resolution of the image has 

increased which is quite evident from the figures. In wavelet 
result, thought the noise is suppressed, some artifacts are 
produced. In case of frequency domain results the artifacts 
are reduced to some extent, the edge information is not well 
preserved. But in framelet method, the noise and artifact is 
greatly suppressed also preserving the edge information. In 
Fig. 6, the word ‘colour’ in the disk sequence is well preserved 
and can be clearly identified in the framelet method compared 
to two reconstruction methods. Among the three reconstruction 
algorithms, the proposed framelet method shows better result. 
In the smooth areas, the noise is greatly suppressed, and in the 
edge information is well preserved.

6.  CONCLUSION
In this paper a framelet-based enhanced fusion for super 

resolution image reconstruction is proposed. The proposed 
enhanced fusion process for choosing the fused framelet 
coefficient helps in retaining adequate features and edges which 
highly improves the super resolution results. Experimental 
results presented in Section 5 show that the proposed framelet 
method suppress the noise, reduces the artifacts, and also 
preserves the edge information. The discussion and analysis 
about experiments also illustrate that proposed algorithm is 
highly advantageous and gives good performance improvement 
compared to other methods using real time images and video 
frames.
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