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Maximum likelihood estimates of the parameters of a trivariate normal distribution,

with single. truncation on two.variates, have been derived in this paper.. The informa-

- tion matrix has also been: given from which the asymptptie variances and :-covariances

- might be obtained for the estimates of the parametera™of the restricted variables.
‘ Numerical examples have been worked out. o .

"The present paper deals with the problem of estimating the parameters of a triva-
riate normal distribution which is’truncated (point or linear truncation) on two -vari-
ates. The problem arises in analysing the selection and training results. Usually, the
officer selection for the civil and military services is made through two successive- screen-
ings; a written test followed by a personality test. For selection, the candidates are
required either. to pass the two tests successively or their combined score should exceed
a fixed minimum score whatever may be their performances in the individual tests. The

“selected candidates are imparted academic and service training before being absorbed
in the cadre. The selection and training -results are maintained, analysed and studied
with a view to improve the selection procedure. The data thus collected wmay be
considered. as a random sample from-a truncated trivariate normal distribution and the
preliminary stepin the analysis consists in estimating its parameters.

The same problem, in'a much restricted sense, was dealt with by Votaw, Jr. et al*
who assumed truncation on one of the variates only and obtained the estimates of some
of the parameters on the assumption that others are known. In the present study
no such assumption has been made and truncation on two of the variates has been consi-
dered. : : el

The problem of estimating the parameters-in truncated distributions hasy of course,
been studied extensively - by many authors, ~Starting-from singly and doubly trun-
cated wunivariate normal distribution, Cohen®~7 extended his investigation to the
multinormal distribution, considering truncation on one of the variates only. Campbell® '
also considered the case of truncated bivariate -distribution. One author of the present’
paper has investigated %1 bivariate case when the sample is doubly censored on both
the variates as well as when the distribution is singly truncated on both the
variates. But the problem considered in this paper does not appear to have been
studied-earlier.- . - - . : : ~ .

MATHEMATICAL FORMULATION OF THE PROBLEM
Let ' ) B B
X, = Scores in the Written Test (at selection) ;‘ L
X, = Scores in the Personality Test (at seléc’cioh) )

: o e e

N



158 ’ . Dersor 3., Vor. 19, Jury 1969 . )
-X3 = Scores in the Training Test :
n = Number of candidates selected for training,

Xy Xog and Xgo (00 =1, 2 SRR )| are-the scores of the ath selected candidate .
at the Written Test, Personahty Test and Training Test respectively. Since these are

scores of selected candidates the conditions on Xm and Xoa are either :,

(1) Xya = Oy and Xoy > Cj, where 01 & C; are pass marks: in ‘the Wntten Test{ e |

and Personahty Test respeqtlvely e L
g L OB :

" () Xy + Xza =T where T represents p&ss marks er {ihe combmed Wntten Tes'ﬂ'
and Personality Test :

N dependmg on the method- of selaction. X3Dt may take any value from Zero to the ma-
cximum. . marks. ‘The probability density function of the truncated: tmva,nats normal
distribution repvesentmg the soores of the seleeted candlclates is
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exp [ 2 R33 {(X — my)? + (Xz ’"2) 2p (X ml) (X — mz)}
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where

m; == mean of X,
o, =s8d of X; .
P ,-’ = ‘cbffelatiod ’bétﬁ?éen X; and X; .i
Ru=l—mt  Reml—p |
Ru = Pupn—pun By = P12 Pis — Pes
‘ . — )2 -
6= f i} f ?’”’11"2—\7}? e@[f 2;332; {(X1 a;zl);~f_-vlf (Xy aﬂgﬁ@a)z

Xy=0, XIEQI

— % (Xy—my) (X, — ma)}] X, d X.;, :
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[fo; point truncation: X; > €, and X, > C,] B
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or -
o -1 T 1 (. 2
G = —— exp| — =~ —m
b ovZm P T ae V¥
- where Y =X, + X,
m = ml + mb
o? = ‘-’12 + o + 2 P12 %1 "2
[ For linear truncation: (X1 + X)) = ]

The means, standard deviations and correlation coefficients in the above formula' ,
tlon are unknown parameters. which are to be estimated. ‘

MAXIMUM LIKELIHOOD ESTIMATES ’
The logarithm of the likehhood functmn for a sample of gize wis - ¥

L=— —1082”‘—"2108%‘—'—10%(13 R33-R132 -
, £ | :
o (Xid (*Xﬂa— mp)? —9 p (Xya— 1) (Xag—1my)
‘ 2333 o .“22; R e

:
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R 3(1 3 R 10 1
Y Ras——Rw Z [ R

- The maximum hkehhood est1mates of the parameters m, , -o; and p.,, are obtained
by equating to zero, the partial derivations of L with respect to these parameters and
solving the resulting system of equa,txons Startmg with the parameters connected
with the untruncated vanable (X;), the’ estlmatmg equatlons are
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oL 1 o By o
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=] 01 R.. @ R _______?§_ =0
apza . (Ru 33 ~ R 132)2 ] 3 ¥ Rn R - Rmz (6)
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"+ where

1.7 — Z (Xta, - mt’) (Xm "" mﬁ) ’
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From 4), 2 C; R31 =0 (Iif11 R.,,, R )
the equations . ..
: -‘af' s ;

Ru Ci R‘iz ']‘ Rm Aach

fa=]
L

'These lead to the ?e"qﬁations("‘ e T et e
- / ' , z Ciy Rsz =0 “ L S S (9) .
e R Z,' Upa Rsz __0 oL ,j"f.‘... e (10)
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~Usmg (9) and (10), the remmmg partml denvatlons equated to. 7ero are;
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It may be noted that the equsmons (11) to (15) are mdependent of the untrune
‘cated variable X, and the associated parameters My, 03, P13 aDd pyg. These equations
lead to the following itefative equatlons for estimating: the parameters ml, Mg, Oy
and o, and py, i :

A ‘ ,.'_,
m1~X1 (P1+912P2)°1 ST s e e ,ri

’”7/2 = X2 (‘Pﬁ + P2 Pl)

. -1l
= ,.sl{awla)-x-hw +%P2)“(P1+P12P2)2 } ’
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For pomt tmnea‘omn on, X1 amd X2 (X1 > (05} and Xz 9 02) .

:" 1 (53 f ¢(t) dt bl ; : } :.
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‘For linear truneatlon (X1 + Xz)
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X, X;, 81, 83 Y1z are the sample statistics uncorrected for - truncation. \

have
A < 8 T = (Xy—m - X, —my
my = X, 4+ 2 [Rm(l ) 4 g, Eemm ]
Rss $2 P
. : A A A2 2 A2
Ay [ [ 5 A o 5 o }2 ., Bs3 By 0y
5 T R | s P12 Sy ‘19.'““31‘ o P -
I 2
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A Ao g
’ S, — o R 2
Prg=— — ?/\ Ry p1a “‘Q:P R _éf ]
Ry, 04 ‘

. A A A A A o -
where m,, m,, o1, 05 2nd py, are the estimates as obtained from-the iterative eéquation

(16). And Ry, Ry, Roy Xy, 55, 735 50d ¥y, are the sample  statistios uncorrected for

" truncation.

ASYMPTOTIC VARIANCES AND COVARIANCES OF THE
MAXIMUM LIKELIHOOD ESTIMATES E ‘

The asymptotic varia,nfes and covariances of the estimates worked out in the
preceding sections are obtained from the information matrix of the likelihood, The
elements of this matrix are the second partial derivatives of L with respect to these
_parameters, with sign reversed, at the values of the parameters equal to the maximum
likelihood estimates. The expressions for these variances and covariances will be too
unwieldy to be of any. practical use. However, the variances and covariances of the
estimates of the parameters, involved in the joint bivariate distributions of the two

restricted variables, X; and X, in the present case, will be the same as obtained, from
the information matrix given in reference 10, when restrictions are of the nature of point-
truncation. For linear truncation, the corresponding elements will be as given below,
where I, is the likelihood function of the marginal truncated bivariate distribution.

& L _ n oy pa_ . - x
omy? - o (1— p?) [ V= (P2—oy Py) (1— pp?) — Py pyo? ]

az L — p—il .————.—n___ ‘ ) . : T " - . h . 2
& my @ oy B o (1— pp?) [(P1+912P2)‘ + Py (1—ey Py) (1 — pys?)

: P '
| + -_71201 (1— 0y,2) -{f ooy — (051 + 92 p1o) }]

Now, solving the equations (3)? (9) and (10) in terms of the above solutions, we .
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where various P, « and £ are as in equation (8. L T

- NUMERICAL EXAMPLE

The scores on a wr1tten test (X,), personallty test (X,) and training test (Xs) of 50 -
" selected trainees are ‘available and summarised below to estimate the means, standard
deviations and correlation coefficients between different ~tests,

Case I—For selection, the candidates were required to pass the written and per-
sonality - test separately. The cutting scores (pass marks) for each of these tests were.
360 and total marks were 900. The training test scores ‘were recorded as obtamed

‘(_unrestrlcted) by the trainees. The uncorrected sample statlstlcs are

CF —dster X, = 18455 X, — 49562
g = 60-47 8 = T4-81 83 = 82:15
"ﬁl“—‘ Y5 B - BB Y= 48
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. Using the iterative equation (16) the estimates of the parameters of the restrict-
ed variables (X;, X,) are (for numerical computation—see ref 10) : '
- . ~

A A A S : A
my = 47351,  m, = 46346, o, = 67-94, oy = 91:83,  pj = 55

Using these in (19) the estimates of the parameters connected with the unrestrict-
ed variable (X;) are :

A : A ' A A
ny = 482- 24:, a3 = 87 '94, P13 = '59, Pz = * 62

. Oase I1—For selection, the candidates were required to pass the written and the

" personality test jointly; the combined scores had to be more than 700. The uncorrect-
ed sample -statistics are - '

X, = 480:21 X, = 480-25 X, = 498-52
s = 6325 s, = 763 s, = 83:25
Vg = 43 Yy = 5D Vog = 50

Starting with the uncorrected sample statistics as the first approximations and using
the iterative equation (16) the estimates of the parameters of the restricted variables
(X;, X,) after a few cycles of iterations, are » . '

A “A A A » A -
my = 47737, my = 476:56, oy = 65674, o, = 79-82, p;p = .48
Using these in (19) the estimates of the remaining pz;,rameter's are

A A A A
My = 48768, oy = 8434, py = 44, pyy = *40

.
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