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In life testing experiments, progressively censored samples arise when at various stages
of an experiment some of the surviving items are eliminated from further observations, while
the test continues with the remaining items. It has been assumed here that the failure rate
cha}réges at each stage and the method of maximum likelihood to estimate the failure rate at

eacl®stage has been used. ,

Tn life test experiments, observations on the lives of items are time ordered and it is
common practice to terminate the experiment when certain number of items have failed
or certain stipulated time has elapsed. For such tests huge literature! is available. Re-
cently, Cohen? introduced progressively censored samples in life testing. In such ex-
periments, after the first stage of the experiment is over, some items fail and some are
removed and the test continued with the remaining items. This process is repeated at
each stage. The idea of removing some items at every stage stems from the fact that
these items might be required for use somewhere else.

However, in services certain stores and equipments are subjected to regular check
up even though they are functioning normally. When such items are placed on life test
at some stages the items that have not failed are checked up and over-hauled, repairing
the minor defects. This, naturally, changes the life time distribution of the items and
consequently the failure rate also changes. It has been assumed that the times of cen-

soring coincide with the times of regular check ups and, thus, are predetermined so that
the failure rate changes at the time of censoring. Moreover, the lives of items have been
assumed to follow the exponential distribution. '

STAGE CASE
Two stage case

In this case the censoring occurs only at one time and the experiment is terminated
as soon as certain stipulated time elapses after censoring. Let  items be placed on test,
the life time of the items following the exponential distribution with failure rate A;.
The failure rate is defined as the probability of instantaneous failure of the item at a time
provided the item has not failed upto that time. If f(¢) represents the probability density

- function of the life of an item and F(¢) represents the distribution function then failure
rate is given by3,

f(t)
1—F(¢t)
It can be easily seen that the failure rate is constant in the case of exponential dis-
tribution.

Let n, be the number of items that failed by time T'; and r, be the number of items

that are removed after time T;. Let the lives of remaining items follow the exponential
distribution with failure rate A, '
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Let n, be the number of items that failed further by time T, so that the remaning
N—Ny— T—Ny=7, (say) items are removed from the test and the experiment terminated. It
is worth noting that n, 7,, T and T, have been assumed to be fixed while n, and n, have
been assumed to be random variables. However, if n, happens to be greater than n—;,
then the experiment has to be terminated at 7', itself.

To form the likelihood funection for such a:sample we proceed as follows :
From our assumption about failure rate being A, and A, in two stages we have

¢
05— = o<z o
+ ’ ,
, 7ﬁ§%@f— = X I'<tg o o @)
Integrating (1) from 0 to ¢ and (2) from T, to ¢, we get
1—F, () = exp. (—M1) ; o<t T,
1—F(1)= {4 ' |
and -
| 70 [A@) = A exp.(—Ad) s 0<t<T,
t = - ‘ ‘
S () = Mexp. [(—X) T1—28]; T <ti<o
Now the likelihood function P(S) of the sample is given by
n, ny+-ny n T
P (8) = Const. IIf(4) I fo(t)[1—F(T)] [—F:(T5)]
. j=1 J=ny+1
where ¢}, fy,........ O tn, + n, are the observed times for

failures of n, -+ n, items

t =
= Const. A, exp. (— X & £5)
‘ j=1
1y + 1y

exp. [—ny Ty (A —A)] .exp.(— A 2 t5)
et
exp. (—rNTy) cexp.[—rnTy (A — X&) —rdT;] - (3)
Taking the logarithm of (3) we get 7 : o
log P(S) = L (say) - '
= Const. +n,log A, — A z &
=1 :
. ’ - 7y ~Fne
— nle(Al—-)\z)—i-.nzlog)\z—“—,lz_ _ z 2
R » j=mg 1
— NIy (L, —T)—nM T, : 4)
On differentiating (4) with respect to A, we have s
aL _ %1 Mstj ——nle—«rlTl——?’?Tl' . ’ (5)

oA, A J=1
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Equating (5) to zero we get the estimate for A as
ﬁ1 = :

"y

.zltf + o) Ty T
j=1" .

Similarly finding %f—z— and equating it to zero we get the estimate for /\'2>:

R = &
2 —_— B
2 t -+ 7y T2——-r.’l' (my + 7y)
J=nt+1
The asymptotlc vanance-covanance matrix of \1, Ae is given as
. 8L (- &L -1
T () Cov. (R L E ) E ()
A o (. L\ (&L
Cov (g, Re) 7 (R | E (~ o ) E(__ % )
Now it can be easily ‘seen that A
?L 7y
ar T T Az
9L
o, — 0
L. My
a”‘a LT A2
Hence - -~ _ o
""" g (_#L \ _ B
() = AR
and
=N . 9L _ _E@m)
n, e

To ﬁnd E(nl) we take the expectation of both sudes of (5) and equate to zero, Thus

E,( . )’“ ) BB ) L~ B ). B < Ty = 0

Oy A .
and since, : B .
' I ) '
— '\1 ’
. :E/ (t ity = l—exp (=ATy) f t pr. (=4 di
< T e —Tiexp. (—0T) + 1
l—exP (—ATy M
we get ;

Eny) = ~ 0 Y d—expi (— A )}
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Similarly
En) = 3."“E (m) —ry} { 1—exp. (T;—Ty) M}

= n {,exp.y (=X Tl)—-—%—} {1 —exp. (—2y) E.Tz— B}

Finally
v @ ' as! '
W = e en T
o B L1 . - © ,
-V R) = — - .
Ty — 2} e ) @1y

Cov. (%) = O -

=exp (= Ty)

"
n

It is worth noting that V (X,) does not exisb if

and it is obvious because 3, itsel’ does not exist, because the eii:periment is terminated
at T,. '

K stage case
In this case censoring occurs at times T}, T,........, Tk.‘,l';.@,nd the experiment is
finally terminated at time T . The failure rate also changes at times T,7,...... T .

Assuming that the failure rate is ); in the interval (Timn, T ) t=1, 2,..0c.... K
where T', =0, the probability density function and distribution functions can be derived

as in the case of two stages to be : g
[ f1 (t) = Apexp. (—Ap) - 0 Oty
Jo @) = Aexp. [T, (M—2) —Xt]; co <t <7,
bSO = dexp [Ty (M—h) — T (Mg—dg) A5t} Ty <t < T,
ft) =< = — — — — — — T -
Jo () = X exp. [Ty (A — Ap) —...— T (ot —AF }—Ap £ ] ;
L T <t <y '
[ F, () = 1—exp. (—X8); O0<tL Ty
Fa(t) =1 —exp.[—A (Ty—Ty) — A1 I,<t< T,
Fy () = T, <t< T,

1 —exp.[—1T) (M"‘%)‘“’Z  (Ay—Ag) —Ag ] ;

JO— P —_— J—

l

F () = <

Fi () = 1—exp. [Ty (N—2) —. ., —T e =N ) —Ae 8] T
<t Ty : o

) J
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Now using the same notations ag in the case O'f two stages the hkehhood function

P(8) of the sample is glven by.

g1y oot 4-’»,;;.“"

P(S)—Const" fl(tl) H fa (77 N I fi ()
J=nmtobnp+1
41 3 R k=1
'[l—Fl(Tl)] [1_F2(T2)] ........ [1—F’0(Tk)]

It has been assumed that #, 7; s and T; s are fixed while n; s are random variables. .

However, if at ¢th stage

1 ‘
n-o > n — Zny ~—-Z'r_,

. j=l j=1 -

then the experiment has to be terminated at the ¢th stage itself.

- P(8) = Const. )\ exp(—AIZ't,)Az exp [ —ny Ty (M —A)

1ty .
— A 2 ] ‘M, exp. [—ni Ty (A= )— . :—1p D1 Ap—1 —N )
j=myt1
7"1+ . +1bk
— Nk g 1 exp (—n M Ty -
J=my + oo +1
'eXp[—-szl (Al—‘hz)"“rzhszl ........
* exP [ — T T1 (Al‘—'Az) — L T2 (Az‘—‘As) — vsee =1L T]g—l (A]o—-l —I\]p )
— 1 A Ty ]

Taking the logarithm of both sides and differentiating with respect to Ay, Ag.... N
separately and equating to zero we get the estimate for A (i=1,2, .... & ) as

ni
Ni Thy + . + ug i—l1
e {n——2<m+rg>~m}1’—-{n—2(m
. +”z—-l+1
+fj)}Ts'—1]

and as in the case of two stages, the asymptotic variances and covariance of estimates
R Res ++.. Rz can be found to be

A% . e
V(%‘) = W K z—1,2,....k
Cov. (R, Rj) = O s iAfii =12 k
where
n —Zr —ZE @ % §F: (T ) Pt (Tim) }
Jal j=1 .

e
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