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The application of Poisson-Rectangular distribution in an industrial sampling problem,
when the process mean is subjected to fluctuations, is indicated. Moment estimators of the
parametersinvolved arediscussedin detail. A problem of misclassification in the inspection
of defects on finished articles and manufactured products is aso included.

The authors® have aready obtained a Poisson-Rectangular distribution (P-R distri-
bution) which ariseswhen the parameter involved in a Poissondistributionisitsaf arandom
variable distributed uniformly over a certain range [«, f]. The applications of such
parametric variations in the field of accident statistics have aready appeared. 23
The object o this paper isto consider the moment method o estimation of the para-
meters involved in P-R distribution with regard to an industrial application. To visudise
one, let usconsder batchesd reelsd enamelled wire, being tested for pinholes'in theename.
Thetest ison a reel over a standard length drawn through abath o electrically conducting
liquid so that the insulation breaks down at every pinhole in the enamel. Wefirst consder
the method d sampling. Severa miles of wire are made at one time and it is afterwards,
divided into reds. By the time these reds reach the testing department they would be
thoroughly mixed. Testson successivelengthsd one wire might show little significant vari-
ation compared with thosefrom onereel to another and it isfrequently assumed that within
one Wire, the number o holesin standard lengthsfollow Poisson distributionwith the para-
meter \. Thereis, however, an inevitable and continuouschangein conditionsd manufac-
tureleadingto fluctuationsin this parameter. Thesefluctuations may be negligible over the
standard lengthsinthe sameredl but.this isnot soif tests are performedon standard length
each from a set of » realsincluded in the sample. If these random variationsin the para-
meter, that are not negligiblefor such a method d sampling, are assumed to be governed
by a uniform distribution over the range [a,S ], the resulting sample would be the one
from a P-R distribution considered in this paper.

Further, the estimation o the parameters based under the assumption d misclassi-
fication Of defectsin manufactured articles and finished products analogous to that of

Coche? is dso consdered.
P-RDISTRIBUTION

We congder the probability distribution

f (@) = , : ADS Q:0 =0, L 0jsvis s (1)

where ) isitsalf arandom variable with a probability density.
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The over all probability distribution of x is obtained by multiplying (1)and (2) and
integrating over the range involved. Thus P-R distribution is given by the probability
distribution
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Obtained by expressingtheintegral as a differenced two integralsand then using the
following result due to Erdelyi®
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where the confluent hypergeometric function#is defined as
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the seriesbeing absolutely convergent for all valuesd a, b and z, real or complex, excluding
b=0, —1,................ -

(3),= a(@+1)rerirnrrnenrnn. (a-+n-+1) with (a),= | (6)
The specia case, =0 lead to a neat form
h (@) = {(xiim}qﬁ(wr Lz 4 2 —B) (7)
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which will be used later.
The moment generating function has been shown to bel
1 S
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from which the first four moments about the origin are evaluated as

K1 = (e+B)2; w5 = {(a+B)/2} + (eB+B? -+aB)/3 1

Ws = {(@+B)/2} + (@®+P+aB) 4 (B4 at-Patt-o?)/4 L
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MOMENT ESTIMATES OF THE PARAMETERS OF P-R DISTRIBUTIOS

Let us now consider the estimation of the parameters by the method d moments
based on a random sample (X,, 7y, .. % ... ..ot , % ) from the distribution specified by
(3). Denoting the sample moments about origin by

: =
m', = (?) Zsr (10)
i=1

and equating the first two sample moments with those of the population at (9), the moment
estimates, if they exist, are given by
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Evidently it is possblethat the expressionsgivenin (11)may turn out to be imaginary as

for example this is the case if the sample mean exceeds the sample variance. However,

with increasing sample size the probability o such roots is negligibly small. This problem

has been studied by Paul Rider®. The calculationsd variances, in largesamples, iSachieved
by using the following formula due to Cramer.?
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where u, (m'y), py (m'y . m'y) and p, (m'y) are second order moments of sample moments
m’; and m’, and thepartial derivatives are to be evaluated at the points m',—u’, and
m'; = p'y. The values o these partial derivations are found to be
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Substituting the values o p’; (k=1, 2, 3, 4) from (9) in the following formula due to
Kendall8, we get.

I r r
p,]l( m’, s Mg ): jﬁ" (p r+s — Ry iu*'a ) (14)

we Obtain the second order moments of sample moments. Substituting these and the valyes

of the partial derivatives given by (13) in (12), we obtain. after a laborious simplification,
R ;

the following expression for the variance d the estitnate of a
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moments about originwith those of the sample. Thusthemoment estimators, if they exist,
are given by

B = {3 (my — myH
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Thelarge sample variances o these estimators are obtained in the same manner as before,
Using the differential formula for the confluent hypergeometric functionS, the partial
derivativesevaluated at the points m';=p'; and m’,=p’, arefoundto be
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Evaluating the second order sample momentswith the help of (14)and (19) and substitut-
ing these and the partial derivatives evaluated above the Cramer’s formula, me obtain,
after considerablesimplification, thefollowingexpressionsfor asymptotic variance of these
estimates
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where ¢, and ¢, have been used to denote ¢ ( 2, 3;—£ ) and ¢ ( 3; 4;—PB) respectively
for the sake df brevity.
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