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In this paper two life testing procedures viz., the progressively -censored samples and Bartholomew’s experiment
have been discussed under the assumption that the failure rate of an item is constant, though different under the two
' different conditions of usage at regular intervals. The estimates of the two failure rates have been derived alongwith
their asymptotic variances for both types of data, i.e., when the failure times are recorded and when only the numbers
of items failing in each interval are recorded. Numerical examples have been worked out to illustrate the type of data
and relevant calculations.

Aroian! and Srivastava® 3 have studied life test experiments, where the failure rate of an item
changes, in steps, with time. The failure rate of an item may change due tochange in conditions of usage.
They have assumed the life distribution to be exponential. Gajjar & Khatrit have discussed life test experi-
‘ments where the life distributions assumed are Log Normal and Logistic. They assumed that the life dis-
tribution parameters undergo change at specified times. However, we can visualise situations where an item
will be used only under two different conditions of usage one after the other in a cycle,

In this paperit has been assumed that the lite of an item follows an exponential distribution. Thus its
‘failure rate is constant, though it changes periodically under the two conditions of usage at regular intervals-
of time, i.e. if the failure rate at the beginning of the expériment (at time ¢ = 0)is A, it changes to A,,
after time I'; when the usage condition changes. However, aftér another interval of time 7', when the
usage condition changes back to previous one, the failure rate again changes to A; and so on. Thus in each
cycle of duration T'y -+ T, the failure rate is A, in the first part of duration T'; and 2, in the second part of

duration Ty, - ’ ( _ -

Two life test experiments namely the progressively censored samples envisaged by Cohen’ and Bartho-
lomew’s® experiment bave been considered. The data is assumed to be available in either of the following .
forms: ‘ : !

1. The failure times of items are recorded.

. 2. Only the number of items that fail in each part of a cycle is recorded.

MODEL .
The probability density function of the random variable ¢ representing the life of an item, having a
‘negative exponential distribution with a single parameter A, is given by
' FE;) =225 A>0,>0. 1)
In life testing situations the parameter A represents the failure rate of an item while 1/A represents
the mean life of an item.. : :
 Tor the situations under consideration, the probability density function of ¢ can be written as

(o, i@ —D) (M +T)<t<(—1)(T1+T) +T1

TO= Vi G—1 @+ T+ I <6<j (T + T @
where ‘ o ; ‘
oy, = e—1) Ay—2) Ty
a2,5 =.e—J(d— ) Ty .
. i) =XxeM 5 A>0,i>0,i=1,2.
" and J=L2, e ) represénts the jth cycle. )
. The corresponding distribution function of ¢ is given by
1—p@={ @ (1= O] 5 G=DI+ D) <t<(=) @+ T+

Lag; [1—=Fo (0] 5 (=1 T+ T)+ T, <i<j(Ty+ T2)
where . .

RO=f0d i=13.
O .
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PROGRESSIVELY’ CENSORED SAMPL E 8

Life testing expenments involving progressively censored samples were envisaged by CohenS. In such
an experiment certain known number of items are placed on test at start, . However, because of the need
for them at another place some of these are removed from the experiment at some predetermmed times.
Such type of censoring has been referred to as Type I by CohenS.

Here, we shall derive the maximum likelihood estimates of the failure rates A; and A; alongwith their
asymptotic variances for the above experimental situation.

Let n items be placed on test.

Tn the jth cycle let, .

n1; be the number of 1tems that failed by tlme T,

na; be the number of items that failed between times 7'y and T1 ~+ T,

r; be the number of items removed after time T4,

re; be the number of items removed after time I; + T,

n, = Z' nj , and ny = Z’ ngg

< :
Let the experiment be ﬁnally termmated a,fter kth cycle

(?) Failure Times Known
The likelihood function of the sample arising as a result of the a,bove expenment is given by

P ) = HU[{Hf(tm)>(au%[1~ y—-lTL+T2+T1+z—1T2)JJv]

j=1i=1 L {p=1. ’ ny;
® 2 \
=1 [{ Y, exp (n” (i—1) (A —Ag)T ——Alztfp )
j=1 |
v . Lop=l

' ‘ Y] 1
{Aznza exp (_W(AI--A ) Tl—-azz t"m) .

* Iexp("‘fu Ay 1+(J—1)(A1T1+)‘2 2)—.7723(}\1T1+'\2T2))}:,

L
where tip; are the times at which the pthitem (p = 1,2, veurenenen s ) fail in the 7th part (=1, 2,)
of the jth ayele (j=1,2, ................ , k). v
nl . Ve
It may be noted that II and X - refer to product -and summa,tlon taken over n;; items tha,t
: p=1 p=1 ~
- ’n/ 'nz

failed in the first part of the gth cycle while H and 2 refer to product and summation taken -

over ng; items that failed in the second part of the jth cycle
Usual method leads to the following max1mum hkehhood estimates of Ay and Ay,

E ‘"’1: ! -

A . - g=1
.Al =% Ny
515w et iarimgen]
j=1 A
k
, 3
A | =1
2= 7% Ngj A o
z [ ztf,,z'“"z (G — 1) (g -+ 113) -+ § g — 3 mag Tl]
s S | : | E
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" To derlve the asymptotm variances. of /\1 and )\2 , We note tha,t
o .
E, ﬂg_:P_(S_) =0.
- 3M3M =

i Hence the asymptotw Varlances of )\1 a.nd A are glven as '

atlog P(S : k'; - PRI
b - [E{em__;ghg< ] ] N
' ; RO o Z'E('"'u)\

\ Sg=1

AL ;‘iy‘}‘; : 3210gP S) IR o )‘2

V()‘s):[E{ AR Y ey
e : o Z Eng) .

SN Jj=1 o

where . ;
Elny) = n(l—e=n7)

'm—, {% LI 1)__,,1}‘(1;@(;)‘2%)‘-;
E(n,,) =, [n — Jil{rlm ftm+E (nlm +n2m) }]
a, (,_1)[1 - 2< (=1 (T1+T2>}]~au[1~Fl{u-1> (, +T2>+le}]
' o (,_n[1~-—ﬁ’2{(y—l)(rl+1’g>} |

= -‘-'—\NQ'—.I) o 1'1 +w2'>) [ n - gl = {m T+ e TQ) ”
. (rm exp (—‘-:4)‘2 Tz) + ’Tgm )] !(1 -—- oxp (— A Ti) ) , (j=2, 317’. . ceh k) .
‘ E(ﬂ”’) [n—' S {"lm +' "2m + E(’nm + ”2m)} — Ty —F (”13)] | : & » |
, me1 :

au[l-—-Fl {(.}"'—1) (T1+T2) ’l"Tl}].‘T“M[l““ {.7 (Tl 'I"Ta)}

| al,j[l— {(J~1)(T +T2)+1'1H
T ~ | =t
= oxp (—'—u—‘l) (4 Ty 4+ 2y T._2>) [ e ul)—— exp (m’(xlnﬂzm) :

'{n"' eXP(—‘(’)\l‘ 1—!—,\ Tz)) + Tom . exp(— A T1 }—-—rl, exp((J._l) (1 T1+_
+019) | (1~exp ~n1y) : i (=23 o). "
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(m) Failure T@mes Unknown

In such a situation the likelihood function of the sample is glven by

P®) = ,’_71 ,fl (Pfo')n" (aw)‘ [I—F.[(y—l) (T1+T2)+T1+(z*1)1g}]"‘f

Where P,j is the probability for an item to fail i in the zth part of the jth cycle and is given by

By = e;;p.{—(g-— b s+, T‘,)——‘(e-—l))\lT } (1__exp(—a T,))
Thus = SR S
P (8) = IZ exp{——(j——l) ()‘1 T1+A T,) (’”'1} +”1.7 ‘l""'zy +"’23)} {exp -(713

+ Tai + ”’2j) )‘1.‘1'1 — i A T, ) (1 — exp (— A Tll) ("1-\—93? (=2 Tz))‘ }]

, va,nances as follows :

For da,ta g1ven in Table I

180

“Following ‘the usual procedure we obtain the maximum likelihood estlmates and thexr asymptntlc:

A —
A]_ = IOg; =

i Zl J (”1.7 + ”23 + "'lj + ”4}) ]

- 2 .7 ('”19 + ”29 ’I' ”la + "'93)—‘”1
J_..

A . /1 r Z‘l {j-—l\(nlj+n29+rlj+¢2])+n2+,,-2 _~  |
o T - _z_" (.7_'1)(n1.7+'n2‘7+7'u—|—¢2))+'r2 i

S J=

| a2log P (8) —~1; ' »(1*3#§(—A1T1))2
7 () =[ {— FokOrt =

ot o TI{Z E (ny) éxp (—X 'Tyl)
,‘ . ~ j=1 ~
. PP ,(1"“?( A“T"))

T { > E (nm) } exp(.._.)‘z Ty) R
' - ’ v o - j==1
where B (n,5) and E (ny) are the same as in sec tion ().

‘ NUMEBICAL EXAMPLE

PN

Table 1 glves data. perta.mmg to the situation involving progresswely censored samples Each cycle i

of 24 hour dura.ﬁon—the first part lastmg 16 hours and the second part 8 hours

NUMERICAL CALCULAT IONS

n1=2n1,-—397 Z"IJ—-SO

J L I=
ny = z ngj= 3435 , 2"%25;:;180 5
j=1. coog=1

: 8 .
E (m) = Z E(nyy= 401:3;
' j=l T
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Tapre 1

FﬁEQUElNOY DISTRIBUTION OF LIVES OF VAOUUM TUBES
(Total number of tubes placed on test=1000)

First 16 hrs of cycle : . Last 8 hrs of cycle
: s A ~— ~ b ——
Time . Cycle . No. of No. of : No. of No. of
(brs) no. - tubes . tubes ‘ . tubes tubes ‘
failed : removed ) fajled - . removed
(™) N (r5) S (Be) - (')
R i
o . 1 92 10 82 5
24 2 68 10 ; 70 5
48 3 60 10 55 '8
72 4 53 ’ 10 : 46 5
96 -5 40 o010 - 3 8
120 6 38 \ 10 25 5
144 7. 30 . .10 18 85
168 . 8 16 10 12 145

- 8
E (ny) = X E (ngj) = 341-8.
j=1 .

Failure Times Known
8 Moj §

8 My o : :
Z X tp, = 267718; 2 2ty = 26304,
~ Appropriate calculations outlined in section (7) lead to the following results :
. A . A .
A = 0-00627 5 i A, = 0-01226
A . : AR .
() = 098 X 1077 VR) = 44X1077.

Failure Times Unknown ‘ - 5
For such situation the appropriate calculations outlined in section (i7) lead to the following results :

A . : A
A = 0-00626; 2, = 001220

A , . A ' X
V() = 0978 X 1077, V() = 4385 X 1077,

BARTHOLOMEW'S EXPERIMENT

Bartholomew® envisé,ged a life testing experiment in which all the items are placed on test at different
times depending on their availability. A generalised form of such an experiment could be as follows.

Let a sample of Ny, items be placed on test after time (j — 1) (T'y + Ty) élapses from the start of the
experiment {§j =2, 3, ............. ... , k), and the experiment be terminated after time % (I'y 4 T')
elapses from the start of the experiment. , K )

It may be noted that in its general form Bartholomew’s experiment could be termed as “‘progressively
added samples’” corresponding to ‘‘progressively censored samples’ introduced by Cohen.

In this. section we shall derive the maximum likelihood estimates of the failure rates A, and Az along-
with their asymptotic variances for the above experimental situation. ”

Let n be the number of items that fail during the:experiment and r the number of items that survive.
Among the 7 items that survive, let ry be from the mth sample of Ny, items.(m = 1,2, ....... vee g ).
Further lef, - - A o ,

n,; be the number of items that fail in the first part of the jth eyecle, i.e. between (j— 1) (T -+ Ty)

to(j—1) (Iy4 To) + T4,
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ng; be the number of jtems that fail i in the second part of the jth cycle, ie. between (j— 1) (T1 + T,)

a +T1to](T1+T2)a

' M1jm be the number of items among the nys 15 items from the mth sample,
. nzm, be the number of items among the ag items from the mth sample,

k - k
,/\”1-‘: oz ”u’ and Ny = X Mgje
* Jj=1 J-—-—l
The followmg vosults are then evident,
My = 2’ 'l’hjm, T ngj = %,' ngj,,, - ‘
m._l' ) .

Z’ Nap = n1+n2+'r==n+r-N(say)
m=1
(#47) lem'e Times Kn@wn
The llkehhood_ function of the sa.mple amsmg as a result of the a'bove experlment is glven by

VV'P(S) ; [(az,j)"f‘,” [ Fz{ (T1+T2)} "ensi o o [n f(tp,(3+1—m))]]

j—' L m=1i=1 L p=1

{ A Nijm o Azﬂz}‘m\. exp (___ A ‘Zlvjmtfl(j-kl—-m)) .

= H [GXP ("'J”k+1—: (’\11'1—1-)\ Tz))
p=1

j=1 : m=1

2]m

eXP( —A Z tpe(‘H'k m)) oxp (‘num G —m) ()‘1"‘)‘2) Tz"‘”zjm (.7 +‘ 1 '“m)()\l — ) T )}]
p=1 . .

where £;(i+1—=m) are the times at which the pth ibem of mth sample falled in the ith part of J ith eycle.

Tt may be noted tha.t 1% an& Z" refer to product ‘and summas’mon taken Over fyjm items of

p—l p=1
: N R ‘ Mojm ”mm
the mth sample that falled in the first part of the gth cycle Whﬂe IT and X refer to prod_uct
p=1 p=1

.and summatmn ta,ken over LT i’tems that failed in second part of the jth ‘cycle, ,
The usual method leads to the followmg maximum hkehhood estimates and their asymptotw variances,

A ‘ v Ty ,
M= um % 3. . —

«« Z Z t,, (j4- Ly + T, Z ,9’i‘k+1—y — Z>Z{L Ty jm (y-—m)l""z—m,m(y—l—l—‘ )Tl}
; j=1 ‘m=1 =1 y J=1 ) ‘ j\_—-..]. m-.;-]. P .
A : v Vn,2

B . ? Z tpg(‘7+1—m)+ T2 Z]”G-{—l—a -+ Z z inljmu'—“m) T2_'”zjm (]+1""m)T1} T
vy : ¥ j=1 m= . )
9% log P(8) ]"'1 A%
A= — =
= { a2 1 E(nl)
o 32 Iog P(S) —1 - A2
i e R

(s
[ \

. mwtwwmﬂH@)UH@H@)
(-

() (WTy + A2T2)—31T1) (’1. —oxp (LAzT;)'},.
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(w) leure szes Unlmown SeE : :
In such a s1tua.1710n the likelihood fungtion of the. sample is gWen by

_ k‘
B (S)
: ,_.1

) A ( - Myjm
= .Hl exp { (—tir1—5) (T A.Tp) ¢ IT U 1 — exp (—NT4) ) .

Tl g

m=1 ¢=1

-

L 1—m

)

oL g o o oL \\Magm
; ;exp( "'"1]»:"(3—"%)()\1T1'+7\2Tz)) (1~exp(~hzzz>) ;

exp (_ ajm A;Tlv) . exb (—(3-—-—-m)%2]m ATy + 25T5) )} ]

Follomng the usual prooedure, we get the followmg maximum 11kehhood est1mates and, their asymp-

; totlc variances.

4 ERRS
1 T,
A ‘
)\2=—1—;10g
V(A1)='[E{,
v A ; E :
Vo= r{- ZEIO

[ ny +n2 + z j7k+1_J

A

Jj=1

g

m=1-

3 —m) ('”mm + nzm)

k
5 S
J=1 o .7
ko k
i %—ﬁz
=1

]=1 m==

M*- TLM -

. §
I

Z(

1

"

(§—m) (" jm +'kh2jm )

. N ‘ ) . 1 -
J—m) (”qjm + Majm) |

a? log P(S) ]

Za Tasres i Z (j=m) (tyjm +'n2,m>

J=1 m=1

‘ ,(1;__ e——/\'lTl)2 ’

3)\1
22 log P(8)
PR

-

- where E (n,) and E (n,) are same as in sectlon (due).

«

= T2 exp(—A\TY) E(nl)

( 1 — e—2:T, )2

NUMERICAL EXAMPLE

T > exp (—A,T z) E (”2)

: ‘Table 2 gives data, pertammg to the Bartholomew’s experiment described. ach cycle is taken to be :
-of 24 hour ‘duration, the first part lagting 16 heurs and second part 8 hours.

Tasre 2

Fm:qumcy DISTRIBUTION OF LIVES OF VAGUUM TUBES
(Total number of tubes placed on test=100).

S o - Sample Number : _ '

Cycle Description * — Ae .-
no. o1 ‘2 3 4
1 No. of tubes that failed in first part 3 —_ — —.
- L No. of tubes that failed in second part 2 — — —

‘ Py ' NOo. of tubes that failed in first part ) 2 2 — —
© U No. of tubes that; failed in second part 2 2 Y —

3 No. of tubes that failed in first part 2 2 3 . —
. No. of tubes that failed in second part 1 1 2 —
4 S No. of tubes that failed in first parb 1 2 2 - 2
- of tubes that failed insecond parﬁ : 1 .1 2 2

. No.
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NUMERICAL CALCULATIONS

" For data given in'TaJ.ole 2:

N, =N,=Ny=N,=2,  N=10
4v‘ e “ . z N
j=1 m::]. .
Lod
DIPREER \

-

Failure Times Known R o
C ; | 4 . »k ‘ ‘
: - ; Z z N g emy 588 00

The relevant caloulstions &s outlined in seotion (i) load to following results :

<
.

5
e

A n A : ‘
Ay = 0-006353, L Ay=0-011204

| V(A,) = 0°1988X10—5, . V(X;) = 0-7062 X10—5.
leure T@mes Unknown )

In such case the rélevant calcula,tions as outlined in section (fib) lead to the following results.

L A
| A, =0-00669, . - . Ag=0-01117
. ) -‘A‘w;’,‘,‘ ’ | . -
V(Al) =0 2206><10—5 ‘ V(A,) = 0-7027 X105,
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