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A life test experiment based on progressively group-censored sample with periodic change in the failure rate of
an exponential distribution is considered. Estimates of the two failure rates under two different conditions of usage

of an item together with their asymptotic standard errors are obtained by the method of maximum likelihood. A

numerical example is given using the data available in the form of grouped observations under two conditions of

usage during alternate time intervals cf fixed lengths 7, and T,
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In life testing, At is a common practice to terminate the experiment when a certain number of items
have failed or-a certain stipulated time has elapsed. Cohen' in‘roduced progressively censored samples in
life testing and recommended their use when at various stages of an experiment some of the surviving items
are withdrawn (censored) from further observation and the experiment is continued with the remaining
items. Several writers have investigated the maximum likelihood estimation of the parameters of the
normal, log-normal, exponential and Weibull distributions when samples are progressively censored.

There are situations in which life-test is carried out periodically and the items that have failed during
each time interval (T;-,, T;), are counted and some fixed number of items selected at random from the
surviving ones is withdrawn (censored) at fixed points of censoring T; (i=1,2,.. ., k). This kind of experi-
mentation stems from economic or practical considerations, where it may not be appropriate to collect the
exact failure times of items on test and to continue testing until all the items have failed. Srivastava? has
considered a life-test based on grouped observations from an exponential distribution under the assuip-
tion that the failure rate is constant though different under two different conditions of usage. A trivariate
and a multivariate extensions of this life test have recently been studied by Patel & Gajjar3.

According to Srivastava2, we have the following scheme

Cycle Phase Duration of time Failure rate
J 1 {(J DM +T), DI +T) 1) 0,
2 {G—1) (T 4+ T)+ Ty, (T, + 1)) } 0,

where J = '1, 2,...

We note that each cycle is of time duration (T,-}T5), the failure rate being 6, during the first phase of
duration T, and 0, during the second phase of duration T,. The maximum likelihood estimates of 8, and
8, have been obtained by Srivastava when the sample is singly or doubly truncated/censored and the saniple
observations are grouped in each phase of the cycle. Inthis paper, the maximum likelihood estimates of
the parameters 8, and 6, along with their asymptotic standard errors are obtained when the sample is pro-
gressively censored. It is interesting to note that the maximum likelihood estimating equations obtained by
SrivastavaZ an be deduced as particular cases of those in section under “Maximum Likelihood Estimation”
of this paper. -

THE MODEL AND LIKELIHOOD
Let X, the life span of an item, follow an exponential distribution with density
' [, 0) = 0¢70% for x>0, 0> 0, 1)
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When the item on test is subjected to conditions of usage, the density function of X is

fl(j) (’)’,‘) —— 91 e 0= (j—1)(0, — 0,)7, ,
, for { (j--D (T4 T)<ae(f DT+ T - T
F@ =1 10 @) =6, cta—jt,—0)1, 2 R
' for {(j—1)(T1+T) 4+ Ty <2<j(L+ T}

. @)
where j= 1, 2,...... '
The corresponding distribution function is
‘V —01"‘”4‘(]""‘1)(81“'82)7'2 ,
F (o) — fOT{(j"'1)(T1“|‘T2)<“’<(j*‘1)(T1-+T2)+T1}
@ =3 Foi) =1—tr—i =0T '
‘L for { (4~ V(T +T) 4+ T <z <j(T,+ Ty} 3)
where j=1,2,........ .
Let N denote the total number of items put on test. We shall use the fdllowing notations :
i=1,2andj=12,...... Lk
ny; = number of items which fail during the i-th phase of the j-th cycle. 1 @)
riy = fixed number of items which are withdrawn after the i-th phase of the j-th cycle, }
Thus, we have ’
N=f+n+nt+n+r _ (5)

where
f = number of failed items (not known) before the start of the test,l
k k
n; =Z%fj, i ”—=Z"’ij l (6)
ji=1 j=1 J L
Since the test is terminated after the k-th cycle, Eqn. (5) gives

» k—1
Top = N— f— iy — g — 1y — Zrz, (7
j=1

Without any loss of generality, we may assume that the experiment is observed from the (m+-1)-th
cycle to the (m+-k)-th and it is terminated after the completion of the (m-+k)-th cycle. Thus the number f
of the items failing before the beginning of the (m-4-1)- -th cycle is regarded as unknown. Since the sample is
- censored at fixed points of time, we have the case of type | progressnve group-censormg Using the notations
“@ and (6), the lxkellhood can be written as

. r Ay T N q B, .
La{l—(cc)"} . ‘ {ffx"“”’ (z) dm g ﬂ f [ (2) dw ; 'j] .
j=1 L L4y LAj+T1 J
k : " ] "2
o [ { 1 Fymed (A + T1)} . { 1 — Fym+)) (Bj)} j] ’ ®)
i1 _ .
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where «
Aj=(m+3—1)(Ty+ T,) and B; = (m + j) (I'y + Tp)forj =1, 2, ... k)
cl._.ea 71andcz “-—=802T:. _ (9)
MAXIMUM LIKELIHOOD ESTIMATION
Using (2), (3) and (9) the logarithm of the likelihood (8) can be written as

log L = log (const) - f log { 1— (¢, e } -t log (¢, ¢;) Z(m +7 —4])931 j +
j=1

+ mylog (1— ) + nylog (1—¢) + ZTU { (m 4 J— 1) log (c; ) +

j—.:

+ log ¢ } Z Ry { (m +j—1) log (01 ¢y) -+ log ¢ } + log (¢, C»)z (m --g)ry;  (10)

j=1 . j=1
Dxﬂ'erentlatmg {10) with respect to 8, and 8, , in turn, we get
? log 5/301 = fn ‘ﬁ @Iy +n, Ty ¢ (01) — iy Ty —

— Ty (m -+ 1) (1‘1 Py b o) — 112 (G — 1) (ngj 4 mgj | 1y -1 1y) ' _(l])
: J==
and
2 log L/g0; = fin ¢ (¢, ;") Ty + n, T_ ¢ (¢y) — many Ty — wTy (1 + 15 + my) —
— 1Ty — T, Z (7= 1) (g -+ ngj + 1y - ry) (i2)
j=1
where
é (1) = tf(1--t)e (13)
Equating (11) and (12) to zero, we get from the maximum likelihood equations
6, Iy =log {1 -1 ni/¢ (8, 8,) } . (14)
and
0, T, =log { 1 + /[ £ (0, 8,) —ny—-r]} (15)
where
£(0y, 0,) = d - fm $ (¢, c,™) - (16)
in which :

%

d=m(n + ng) -+ (m 4 1) (ry -+ r3) - 1y + Z (J— 1) (nyj + nyy 115 + 1))
. j=1
Puttmgr,—Ofor = 1,2,...... skandry; =0 forj=1,2,...,k—lands=r,; =N —n, —
— fin(14), (15) and (16), we get the maximum hkehhood (22) “and (23) obtained by Srlvastava~

]nmal Approximate Estimates

Since (14) and (15) are lmnswndcnl.nl cquations in #, and 0., they are not directly solvable. Therefore
a suitable method of itorition like Newton®s has to be unplnyul to solve them. The initial  solutjons
0,° and 8,° with which the iteration could be started are obtained as under.
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We sce that n,/n, is the observed ratio of the number of items failed during both the phases of the
cycle, This ratio could, in the first approximation, be taken as the rtio of the expected number of fuilures
0, 1,104 Ty, since 0 and 0, are 1espective failure rates for ducations 1y and 7', known In advance of thg
experiment.  Thus we have

Mo 0,1, o log ¢, (17)
g 0, T, — —logey, ° SR
Now we write
2z, = 6; T; (= —logc;)fori =1, 2 and p = ny/ng .

Then from (14), (16) and (17), we get
£y, 6n) == 1y [ (BT 1) .
= 11,2/ ((50: Ty — 1) - 0y -} 14 (18)‘
== d - fmf (em@ Ty 4 6, Ty) - - 1)

and

o

Zip Z e (19)

We assume that §; T; < < 1 (i = 1, 2), while ny, n,, r; and r, are moderate. Expanding the
exponential term in (18) up to the first order and noting z; = 6; T; (i = 1, 2), we get

£(01,0y) =d —f] (2 + %) = myfz,

= fyfzg + g -1y . (20)
Hence using (19) and (20), the initial approximate estimate 8,° of 6 is given by
0 =Ty {fp+n(L+p)}/{dp(1+p)} ] ) a1)
=T+ (L)} [{@—m—r)(L+p) ). =
Finally the approximate estimate #,° of 8, can be obtained from (18). {

ASYMPTOTIC STANDARD ERRORS OF THE ESTIMATES

In this section, we shall obtain the asymptotic standard errors of the estimates  of §, and 4, .
Differentiating (11) and (12), again with respect to 8; and @4 respectively, we get

Rlog L[ 302 =—fm* T2 (™ e [ (L—c™e™ —ny T2 (er) [ (1 — 1) (22) * -
22log L] 70, = — fm? To® ¢ (1™ ™) [ (L -— ™ €™) — my T2 ¢ (cg) [ (1 — cz)‘:s.," . (23)
s2log L] ;0; 30y = — fm* Ty Ty ¢ (6, ™) [ (1 — ;™ ¢g™) « (24)

Let n,(™+7) and ny{™+j) denote the numbers of items entering the first and second phase respectively in
the (m -+ j)-th cycle. Then we have

7y (m41) = N f’ N, (m4-1) — 7y (m-p1) ___ Ny (m4-1) — T1 {(m+1)

ny i) = ny (nti=1 — gy, (m-!-f—]) — T3 (m4j—1) (25)
g D) = gy UHD) — By gy — T3 (mt)
for j= 2, 3,...... , k .

It is easy to verify that
E (nymip) = E{m M+ Y} . (1—e¢y),
E (nymajy) = B { 0y oD Y L (L),
forj=1,2, ....,k @9

and

E(f)y=N{1—a"e" .
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Taking expectations in (22), (23), (24) and using (26), we get}

E (— 72 lOg L/ ?012 ) = Nm? _T12 é (clm ™) + S
k .
+ Iy ¢ (¢1) Z E { n, (m+d } (@7
j=1 J
E(—:2logL[>82) = Nm2Tg2¢ (/™™ - 5
k
+ I ¢ () z E{ngmti ). | (28)
i J
and
E ( - 32 log L/aol 902 ) = Z\;m‘..’ Tng ¢ ( Clm 62"‘ )' (29)

It may be noted tﬁat the expected values of ny (n +7) and n, (m - /) can be calculated recursively
using the relation (25) and (26).

A A
The asymptotic standard errors of the estimates 8, and 8, of the parameters 8; and 8, can be obtained
{from
e

A A A
jV(ol) 0°V(02»91)1

A A A
}LOOV (6,6,) V(6;) J 1 E{—2log L|36, 30,) E (— 3*log L/-6,%)

NUMERICAL EXAMPLE

\

(
J E(—9log /3 6,2) E(—9%log L/36, 36,)

N

—1

)

L @op
J

To illustrate the results we assume that the experiment is observed from the second cycle and terminated
after the completion of the fifth cycle, so that the number of items failed before the start of the second cycle
is unknown. Here it is assumed that the observations come from an exponential distribution.

The following table gives, for the experiment, the number of tubes failed during the first 16 hours and
during the remaining 8 hours of each cycle of 24 hours together with the number of tubes withdrawn from the
first and the second phase of each cycle.

Thus we have
m=1,k=14,n =62, ny =053, f =87, r =16 and r, = 82,

TABLE 1

FREQUENCY DISTRIBUTION OF LIVES OF VACUUM TUBES®

Duration in hours Cycle Number of tubes failed Number of tubes withdrawn
number during from
s A 2} r A -
first phase second phase first phase second phase
"y ey N "y
00—24 i 48 39 —
2448 2 25 19 5 5
48—72 3 12 10 9 8
72-96 4 17 14 1 1
U T 1) 5 " [}) 1 ol

*Total number of tubes put on test is 300,
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The initial approximate estinates ohtained from (21) come out to be

0°,== 0.00678106 and 0“9 == 0.01159343 .

A A
‘These estimates are used to solve (14) and (15) and the estimates ¢ and 0, of the purameters 0p and 4,
are

A A
8, = 0.0065265 and 6, = 0.0127326.

Using (30), the asymptotic standard errors of these estimates are given by

—1
A A A

[ V(6,) cov (6,6 ) j 19189813715 1¢7607-9111 1

-] o= ) ) _ =10-6X
A A A : [

[ cov(0,0,) V(6) ) 167607-9111  440389-6508 |

L
g 0517468 —0°205149 ?
|
L

— 0:205149 ~ 2-348793 f
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