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The historical data on the consumption of spares are usually available in the form that the renewal function
of the item could not easily be obtained by the process described by Cox*, In this paper, i technique is discussed
as 'to how such data be used for the renewal functions through Bayesian approach. A Beta o Priori
density for the parameter of Poisson demand is assumed and the Predictive demand distribution for such items is
obtained, Therenewal function in ifs analytical and asymptotic forms are also - obtained.

\\ .
The renewal function H(¢) as defined by Cox! is obtained from the fundamental relationship between
the number of renewals N, in fixed time (o, ) and the cumulative distribution K, (¢) of the r* renewal
time of an item. \ P

The limitation to this procedure is wellknown that whenever the integral transform of the failure time
distribution of the item, is a rational function of the dummy variable of the transformation; the integral
transform of the probability generating function (p.g.f-) of N, can then be expanded in partial functions and
hence inverted interms of elementary functions as indicated by Cox'. The analytical form of the distribu-
ﬁgn foi1 N, is thus not easily found and the renewal function in its asymptotic form is generally
obtained . :

On the otherhand, however, the consumption data and activity are usually available in the form as the
number of demands for spare parts over some fixed period of operational time. For example, the data on
consumption of aircraft spare parts are usually related to the aircraft months and that of vehicle to the
vehicle months. Such historical data on consumption of spares, makes all the more difficult to obtain the
renewal function on the lines as given by Cox!. Under such condition, firstly the past consumption data
and activity are analysed and a suitable demand pattern is formulated. For example, Youngs et a/2 on
examination of consumption of aircraft spare parts, observed that the demand for such items is characteris-
tically low and the ability to predict in which of many weeks of operation, a particular item would be demane
ded is quite limited. Therefore, it has been suggested there that the Poisson distribution could.be used to
account for the variability in demand. However, for low demand rates, the estimate of true mean demand
could not accurately be made from the observed data. Therefore, the approach outlined by Youngs ef q/? is
that the demand for a given item follows the Poisson 'distribution, but that its Poisson Parameter
}/alllue (mean demand) is unknown. Thus, an observed demand then - becomes an outcome of the
ollowings :

(@) First a sampling among the distribution of the Poisson Parameters and

(b) Second a sampling from the Poisson distribution with that parameter.

A so-called a Priori density of the Poisson Parameter is then Postulated on the basis that a large fraction
of item observed to be concentrated at very low mean demand values for aircraft spare parts. Youngs et al?,
therefore, assumed a Gamma Prior for the Poisson parameter and obtained the conditional probability
distribution that the demand for an item will be Y in a stipulated future period given that the same iten);
has had X demands in a given past period. : -

Since, the mean demand values for aircraft spare parts are very low, in this present paper, instead of
Gamma, a Beta—Prior density for the Poisson Parameter has been assumed. The successive past demands
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for such spare parts are then used to arrive at a revised probability density for the Poisson Parameter of the
Poisson demand distribution on the Bayesian approack. The renewal function for the predictive demand
distribution in the future period for the same item has then been obtained.

"BAYESIAN APPROCH

The uncertainty involved for the evaluation of the true mean demand value in the Poisson demand
distribution, is partly determined by one’s own experience and partly by the data and evidence which one
can Obtain. When uncertainty is measured interms of Probability as a Prior density, then the Bayes theorem?®
provides a logic for computing the revised probability known as Posterior density for the uncertainty based
on both one’s experience and data. In fact, such guide line modifies one’s own experience in a logical way
and helps in reducing the uncertainty. Keeping this logic in view, the Bayesian approach has been used to
formulate the renewal function for the interval (r, r4-1), i.e. the expected predictive demand in the (r-1)th
time period given that the demands for the same item in r successive time periods each of equal length have
been observed in the past.

DEMAND DISTRIBUTION

Under the assumption (a), let the Prior density for the mean demand (1 > A > 0) be governed by

v—I1 vy—1

SR =)
f )= B (v, vy) @

Where v, va > 0 and B (., .)is the complete Beta function. The estimates of »; and vy are
given in the Appendix.

Now, combining with the assumption (b), one obtains the Probability P(X) that the demand for
an item drawn from the population of items characterized by f(A) will be X in any fixed period of
unit length (Such as aircraft months, Vehicle months) of experience, as follows :— ‘

1
P(X:@:f%’ﬁ F)
0

where X=0, Yo, .ou v

substituting from (1) for f (A), one gets

P(X =)= B (v +m,v,)

B (vy, v,) "

- Fy (@ Fvie vy 4 —1) (2)

Where, 1F1 (. ; . ; —1) is the confluent hypergeometric function®.

1t is further assumed that the demands for a particular item in the successive periods of operation are
independent and identically distributed and that the mean demand for the item remains the same in all
periods. Now, if the demands x;, xa,............ , X, fora particular spare part are observed in r successive

periods each of unit length, the revised value for f () is then obtained by the Baye’s theorem® as the
posterior density for A as
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‘ B(Sr—1—1’1,Vz)lFl(Sr+V1;S'+V1+V2;—‘7') ()

Thus, the predictive demand distribution of an item in the period (r, r--1) i.e. for the (r+1)* class of
unit operational period, given that the demands x;, xs,...... ..., X, units, for the same item have been
observed in the past in 7 -successive experience periods each of unit length, is given as

B, +vn+y va) 11 (S, + vi+ Y38+ v vy +y;—r—1)

‘ 4
B(S,—i—vl,vz).y!1F1(3r+v1;S,+v1+v2;—~r) ®

THE RENEWAL FFUNCTION
From equation’(4), the p.g.f. of the Predictive demand distribution is obtained as

SESr v)y 2 1 Fy (S b vy + 438 vy Fvg by —r—1)

G(Z/X=$1a$2,-'..,wr) = i (S,.+v1+l’2)y-yl IFI(S"_!-I\I].;‘S"—}—VI-}—VQ;—’;)‘

y=0

Where\ ‘ |
@) = a. (a-|-1) ...... (e +b6—1),

Using muyltiplication theorem of +F; (. ; . | ;), the pf.g. reducgs 10

1F1(S'+"1;Sr+"’1‘+1'2;’—-"";—1+z) ;
i (S v 8o tvi vy — 1), , ‘ (6)

G(:Z/X?—’ﬁl,mzs e &) =

Now, on differentiation of (5) w.r.t.z. and letting Z —Sl,' one finds the’ renewal function for the period

(r, r+1) as
H,, ;41 (t = unjt period of operation)

(Sr+v) 1 FL (Srtv+158 Fvbvt1;5—1) C
O Fo Frd Fa (S Frs Bk mtgs—n ©
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A SYMPTOTIC VALUE OF THE RENEWAL FUNCTION

A
Let A be the true mean demand of the Poisson demand Process of an item. Then for large number of
successive intervals of operation r, one gets by using the weak Law of large number® that

Li a
m (—@1) ~ A with the probability one.
¥ 4 0O 7 : . :

Where S, is the total demaﬁc“i for particular item in ¥ successive periéds. No‘w, for large r, the asymp-
totic value of equation (6) is obtained by using? that / S '

1F1 (a; b; ""'7‘) ~ T_a {b . {1 + 0, [I r 1__1 ]}
Ib—a )
gives
Lim G (Z/X ) —(—y = )
7 4 00 (Z|X = 2y, %3, i e .. s Ty) = A :

and this is the p.g.f. of the Poisson demand distribution with the parameter A .

This proves that as the number of periods of experience increases, the renewal function for an item per
unit of operation, becomes close to the true mean demand of the Poisson demand distribution.

 EXAMPLE

Let the data on the consumption of aircraft spare parts are available for six periods each of T aircraft
months and v, =05 and w»; = 02 (say) be obtained for airframe parts on the lines as given
in appendix. It is now desired to find the renewal function of such item for the 7th period of operation
when the consumption data for the same item is observed to be zero during the past six periods of experience.

Now, from equation (6), one gets:

By Fy (155 1:7;—6) -
T.F{(0:5;0:7,—6)

H,,, (T—"Unit period of Operation) =

Using. the recurrence formulat for ;Fy (. ; . ;- 6), the above equation reduces to

Hg,; (T=Unit period of Operation) = 011

Likewise, if the past consumption is one over the six periods of operation, the renewal function for
such item for the 7th period is given as SR : - ,

Hey (T=Unit period of Operation) = 0°36
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CONCLUSION

" In the military depot, it is the usual practlce to stock the spare parts of a system for a fixed operational
period; say, the period may be Ty aircraft months and T vehicle months for the spare parts of aircraft and
vehicle respectively. . In such’ cases, the present method will provide the necessary renewal function of an.
1tem of the system for its proper operation of fixed duration.

The value H(.Tf 0°11 as shown in the example,. indicates that even though there was no

demand for the item during the past six successive operational perlods still there exists a chance of its
being demanded in the next future period of planned “operation.  The value Hg,,'?) = 0736 for the
item shows its expected demand for the 7th period of operation of the system, given that the item has had
one demand in the past six operational periods each of equal length.

* Finally, the Beta a Priori density for the parameter of the poisson demand dlstnbunon is suitable for
those spares where the mean demand for a fixed operational period is very small and less than unity.
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ST - Appendix
ESTIMATION OF p;end v,

The equation (2) gwés the demand distribution of any item of the pdpulatlon of items whose mean

demand is governed by f(A). Therefore, theitems are first classified according to the sub-system; viz.
airframe  parts in case of aircraft, mechanical component of the vehlcular ‘engine etc.

Now let N(x) be the actual number of items of the populatxon with the observed demand x within a
period of length equal to that for which the renewal function is obtained, and let N = 2 N(x)

be the total number of items. Therefore, the relative frequency of demand with which the demand is actually
. observed will relate to P(x) given by equatlon (2)

N )
,Mm-—z e

=0

I‘[ﬂ“‘Z w(m—-l)N(w)} ] R

{

are the ﬁrst two factorial moments of P(x). The p.g. f. of the demand distribution P(x) is glven as

G ((2) = Z Z* P(z) = 1F1 (Vls"l"l"’z,_“l + 2) (5%)

fy "1"’1 i~ v330)
x-0

The solutions of @) & (i) g1ve the estimates of vy and v, through G' (Z) & G" (2) atZ > 1 a‘s

Let ‘

G (1) = " = and
‘ "

v (1) ]
(1t va) (g 1)

‘» GII (1) —



