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Certmn generalisations of the Bartholomew’s problem in Life Testing have been discussed namely
when a number of items are placed on test at-different times, when the life of items follows normal
distribution and when items with two components are placed on test.

BARTHOLOMEW’S PROBLEM

Bartholomew?! has discussed a life test experiment in which all the items are placed
on test at different times depending on their availability. Thus when the experiment is '
terminated at a particular time, either we know the life of an item if it has failed by that
time or we know the time since it is on test if it has not failed. He has discussed the esti-
mation of the average life of the items assuming that the llfez of items tollows exponentlal
disttibution.

~

ITEMS PLACED ON TEST AT DIFFERENT TIMES

First we discuss the generalisation when instead of placing one item at one time, we
place a number of items at one time. In such an experiment N, items are placed initially -
and samples of Ny, Nj, .., Nj (say) items are placed on test at different times so that
when the experiment is ﬁnally terminated at a certain time we know the times
T;(i=1, 2, ..k) since these samples ¢f N; items are on test.

Let n be the number of items that fail during the experiment and 7 the number of -
items that survived. Among the r items that survived let 7; be from the sth sample of N;
* items. Then if f(¢) be the probability density function of the variable representing the
life of the items and F(¢) the distribution functfon, the likelihood function of the sample
arising as a xesult of the experiment is
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where. t, %, .., t, are the failure times of the n items.
Now we shall discuss two cases—
(a) 'when the life of items follows exponential distribution

(b) when the life of 1tems follows normal dlstrlbutlon
(a) Ea'@onentwl Dzsmbutwn , L
Let f{t) = aexpl—at),t>0
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with asymppqtic variance as a?/n.

(b) Normal Distribution

Let A : R
F0= g = [ (5]
where p and o are respectively the mean and standard deviation of the vanable represen‘o-
ing the life of the items. :
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or we can write as
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Thié yields the maximum llikelihood equations for estimating pand o as,
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where 2; is the failure rate defined -as o
w =z (&) = fﬁ_% . ®)

To solve (4), Newton’s method may be used. It is an iterative method based on the Taylor’s
series expansion of (4) in the neighbourhood of their simultaneous solution. Assuming
to, 9 to be the approximate solution of (4), let

b=y, +uandé = éo + v

where u and v are corrections to be determined by the iterative process, Using Taylor’s
theorem and neglecting second and higher powers of u and v, we have
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To solve these equations for % and v, we (iifferéntiate (4) once more to get,
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where -
Ay =Z; (Zi— &)
B, =Zi + & 4
Ci = & (Zi + B)

Now » and v can be obtained by substituting p = pgando =0y in (7) ‘and then solv-
ing (6). The number of iterations will depend on the approximate solutions.
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ITEMS WITH TWO COMPONENTS

Now we dispués the extension of the above generalisation of Bartholomew’s problem
t0 a case where items have got two components each. Lt the two components be 4 and B,



244 R . mm Sor. J., VOL 2, Oo-mnm 1971.

We shall dlpcuss the estlma‘slon of parameters of two models for the joint probablhty
density function of the random variables » and y representmg lives of the two' com-
ponents. The models relate to the situations :

(¢) When' Failure. Rate of Each C'omponent does not C’kamge with Time
Let . ‘ . ‘ o .
- 'my = the number of items in Which 4 f‘aﬂéd first, ;- i
.my'= the number of items in which B tailed first,
r = the number of items i in which only 4 failed,
s = the number of items in which only B failed, and -

. %' = the number of items in which noné failed. Lo

Further out of the sample of N;items placedﬁ on test let 7;; be the number of items
in, which 4 failed first, no; be the number of items in which B failed first, r; be the number -
of items in which only A failed, s; be the number of itemsin Wh]Ch only B falled a,nd n'; be
the number of items in which none failed.

Thus 4 :

Tk 2 - A -k

Zri=r, =8 Zag=n, Z o' =n and 2 ng; = mg
i=1 i=1 i=1 i=1

Then assuming the following model which is due to Freund?,

| - ofexp[—(u+B—B)z—Fyl O<z<y
f @y = ,
wBexp[—(a +f— W)y —o'a], 0<y<az

v
.

the likelihood function of the sample arising as a result of the experiment can be written as

P() = @B) exp[—(u+B—8) 2o p By
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where a is the failure rate of 4 which changes toa’ on B’s failure, B is the failure rate of B

‘which change to 8’ on A4’s failure,Z z andZ y represent the sum of the lives of A4 and

Brespectively. .

Dlﬂ'erentlatmg the ]oganthm of the hkehhood function partla]ly With respect to the

parameters «, &', 8 and B’ and equating the partial derivatives to zeto we get the fOIIOng

maximum hkehhood estimates for the parameters, ~ °© - ' ; o
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rhe asymptotic variances of these maximum likelihood estimates are aé follows,
A : j
e (e 3 Ay I
IN.- 1 —exp {—(«+B) T;}]
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A E o —
var (@) = o /2 Nial{1fa+)} {1 —oxp(— aFBT)} —

—exp (— o' T;) { Yoo+ B — )} {1 —exp (— a+ B—o T})}]
The expressions for variances of )é\ and ,§’ can bé foﬁnd eaéil'y by interchanging « with £ -
and «' with 8’ in the correéponding éxpressions fdr variances cf 2 and o’
(#) When Fuilure Rate of Each Component Changes with Time
‘In this case we assume tile following model :
(o By oxp [— (o + Bi— By o — Bry) O<o<y<Ty”
|y By 630 (— (B — B') To— (o1 + Bi—By) o — B 4l 0<w< o<y
o B’z exp [— (o) -+ Br—ag—Ps) To—(oz + Bo—F's) a—B'a )], 0<Ty<z<y
oy B éX‘P [— (o + B — ) y— o'y 2], 0<y<az<T,

a’13 By €XP ["" («'y —a'yy) T 0 — (@, + By —a') y.”—“'u z], 0<y<Ty<w »

L o's By X [—(ay-+-Br—ag—By) To—(ety +By—at's) y—'s 2, 0<Ty<y<w

- 1t should be noted that in the above bivariate model the random variables'# and y

are dependent on each other such that the failure of B changes the failure rate of 4 from
a; to &’y or from oy to o’y depending upon whether B fails before or-after time T\, has elapsed
since the placing of item on test. Similarly the failure of 4 changes the failure rate of B
from \ﬂl to §', or from B, to §'; depending upon whether A fails before or after time Ty,
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Moreover the fallure ra.tes of 4 -and B have boen assumed to cha.nge aﬁ;er time Ty, from
‘o, and By to ap and B or from o'y and /3 10 &'y and ﬁ 11 Trespectively: Further we

- assume that
Min{ Ti } > T,
4
Let, ' ' :
ny = the number of items in Whlch 4 failed first while B also failed by time To,
= the number of items in which 4 failed. by time T while B failed after time T,
'n‘, = the number of items in which 4 failed first after time To,
ny = the number of items in which B failed first while 4 also failed by time Ty,
ns = the number of items in which B failed by time T'q while 4 failed after time T,
ng = the number of items in which B failed first but after time To,
p = the number of items in which only 4 failed but-by time T,
= the number of items in which only 4 failed but after time T,
r = the number of items in which only B failed but by time T¢,
8 ==the number ot items in which only B failed after time T, and
n'= the number of items in which none failed.

Further, let myi, Mai, Ngi, Myi, Mg, Tigis Pis Gy Tir Si and ni be the number of items cut
of 0y, Ng, Mg, Ny, N5, Ng, P, G, 7, 8 and n' respectrvely, which are ffom ¢th sample of N;
items. Then the likelihood function of the sample arising as a result of the experiment can

be written as

Pl = (n ﬂ'l) oxp [— (o + Ay — 605 o—py Iy,
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This hkehhood function yields the followmg maximum hkehhood estlmates for the
: va.nous Parameters 1nvolved in the model r .
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The asymptotic variances of these maximum likelihood estimates are as follows :

\ A . & (& + B)
var (2, = N[I— expl{—i(ocl-ll\-ﬁx)rTo ¥]

\ var (0/‘\'1) = o? //Nﬂl [(U("ﬁ"l‘ﬁl)} {1—exp—ay+ BTy} —exp(—a'yTy) X
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