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In a previous paper the authors defined an information generating function for giving Kapur’s
entropy of order a and type B for a given distribution P. In the present paper they deduce the

corresponding generating function for the r-power distribution P} obtained from P. The
generating function is specialized to the cases of Rényi’s and Shannon’s entropies. Entropy of

p P{"} ig algo obtained for some speoial distributions P.

Information generating functions are useful in obtaining the entropy for a given
probability distribution. However, if the generating function is known, it can be inverted
uniquely to give the corresponding probability distribution. Golomb? and Sharma? have
worked on information generating functions which give respectively Shannon’s® and
Rényi’s? entropy. In a previous paper Mathur & Kashyap®, we gave a generalised infor-
mation generating function from which Kapur’s entropy® of order « and type 8 can be
found out for a given distribution P, In the present paper we give a further generalisation
of the generating function which gives Kapur’s entropy for the r-power? distribution P("
when the distribution P is known. The generating function is specialised for the cases of
Rényi’s and Shannon’s entropies. We append some examples in which the entropies of the
distribution P(") are calculated corresponding to the cases when P is one of the standard
distributions, e.g. the uniform, the geometric, the exponential, the Gamxma and the normal
distributions. Finally, it is observed that the r-power distributions corresponding to the -
Gamma and the normal distributions are themselves Gamma and normal distributions
p. Tespectively with their parameters modified. The same result holds for the exponential
~“distribution as a particular case of the Gamma distribution.

GENERALISED GENERATING FUNCTION

Let | j { P; } izl

be a probability distribution complete or incomplete, and

. N
Po = {p”'}' 1
=

‘be the r-power distribution obtained from it where

i = p/I&¥ps

{
“ The authors® have earlier defined the generalised information generating function for P as
* N
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from which we obtained ‘ ‘ N '
k' o +p—1
- F 1 ZPia Con
a/au M"-»ﬁ(P ; u) u==0 = Ha (P) = ].T——O( IOg —Zo'_p-ﬁ_— (2) .

where H,B (P) is Kapur’s entropy of order « and type 8. In the above and sub- -
sequently 3 stands for summation overi=1to N and natural logarithms are used, so
that the entropies are in natural units.

From (1) we have the generating function for the distribution P as

uf(1—a) .
Zp! “+f’—‘>) o

M,, B (P(f); %) = (Zl’i')“ ( Ep 7

NCIRR

If the value of r satisfies the inequality
' : v - ,
Zp7 < 1, then P = {’Pi'}. L -
a prdbability distribution and we may write , . , o
Ma.,p (P u) = (Zp/ ) Ma,p (P, w), , _ {4)
whence using (2) we have for the entropy of P o
HeP (P) = HpB (P) + log Zp” R
or HP () = H (P — HP (Zp). | (®

Remark 1: It may be observed that (5)isa generahsatlon of & mmﬂar result of Kapur’
concerning the generalised Shannon entropy, viz.

P - N

Remark 2 : In case P is a continuous distribution the above equations (1) through
(5) may be modified by changing p; to the density function p (x) and summation to
integration with respect to z. In this case the modified form of (5) will gwe a generahsa-
-tion of the continuous analogue of Kapur s result,

Emmples

- Untform Distribution : Here we have

] .
N V 7 = 1 2 ,N.
Hence xt can be seen that

M,,p (p(r) = M,,p(P; u) = N*



KasHYAP & MATHUR : Information Generating Funotion

179

P, which is i,ndependeht ofaand B. So in this case the entropy H,P (P) i jndependent

of x and B. Also the r-power distribution P) will be the same as P for all .

Geometric Distribution ? Here

Pi= P—]‘q 1,¢=0, 1 2:0- . ’
¢ (1—pf) -9
M.,p (P;u) = (TT._I_;&-TBT—I—)
' Q" % qr (¢ — 1) (1_\.prp) u/(}—a)
Mo, p(P?;u) = (l—p’) ( 1—p @+p=D )

- szomntml Dzsmbutwn Here -
\ p(z') Ae—d  A>0, ze [0, 0]

Aa—l B # /(1 —a‘)
1)

(M‘)“ —1 B )u/(l—o)
+B—T

'We now proceed to consider the particular simpler cases of the above,

Me,p (P30 = (

Mo, p (P w) = (

GENERATING"FUNCT-I*ONS' FOR RENYI'S ENTROPY

oo (¢) For an incomplete distribution, setting B =1 m (1), (4), (5), we have
' ; zp‘ u)(1—a)
> My (P5)=My 1 (P30) = (Z‘p,)
a’l(P(),u)=(ZPi') My,, (Psu)
’ - Hy(P9)=Hy (P)—Hq(Zp()

. (b) Incase Pisa complete distribution, M becomes

o (P )= (Zpo)i—a),

which is the generating function given by Sharma?.

Using (10), (8) and (9) can be written
[M,, (P;u)]0—enii—e)
M, (ﬁ;u)]a(l—r) [ (1—a)

Mg(p)_

M, (P®; u) =

& Ha (P(r;) = 1—1-:2 Hd" (P) —

iy

()
8

" (9)

(10)

1

(12)
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GENERATING FPUNCTIONS FOR SHANNON'S ENTROPY
. L A : . ) R T :

et

Inémﬁplete Distribution -
Letting & -~ 1 in (7), (8) and (9), we have - -

‘ ‘ Iz z : lo 5 ’
M(Rm>;wﬁimaanm==wp[~u4%§??] S
) M (P ju) = (Ep)) M (P 5u) o (14)
H(PY) = H (P) —H (Zp;) (1)
Complete Distribution

Equations (13) 1301 (15) can be specialised for the case when P is is a complete distri-
‘bution as before. However in this case the generating function given by Golomb?, viz.

T (w) = Zp* ' (16)
is much simpler, from which -
—g L@, _ =—2%plogp =H (P)(,’, (17

¢

where H (P) is Shannon’s e’ntropy. From (16) and (17) we have the generating function and
entropy for the r-power distribution P™.a8 SE :

_ T w I
L. = Trmr 1)
L H P =1log T (r) — 7 g;.log T - - - . (19
'Ea'camples ST “v~ ) _ L : i

We will now give the generatin‘g‘ function discussed under Complete Distribution and R ‘
the entropy for the r-power distributions corresponding to some standard distributions, -
\Gamma Distribution : Here we have e
AR e k—1
p @ = 7”—(—]@76 x , A>0,2¢[0, 0 ]

Hgnce 5 . T (u) = Au—1 yu— uk[——;(kl)" ﬁuk —u-+1)

s d B
BP)=—5-T(u lu=i =k —logA+logI' (k) — (k—1) ¥ (k)
. where the function ¥ (k) is defined by Erdélyi?
'  lim 11 1 1
yur —urk—1 ()‘,.)u—lf' (ukr—ur+1)
- [T (rk—r+1)J s

Zfr(u)=
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n @ _ Al ‘r'"’“‘l‘ I'(rk—r-+1) 1
H(P >)""_"duTr(“)L=l =log [ [T my ]

rk

—'—r(logt)&+ (li—k)logr—}-ﬂ :—7—_—_——1 —log I (k)) +r (k‘-—l) Y’ (rk—r41)

Exponential Distribution : For k = 1, Gamma distribution reduces to exponential
distribution; therefore the corresponding T (), T, (u) and entroples cafi be obtained from
,Gamma distribution as a particular case.

N oo'mal Distribution :  Here

A

?(m)‘—"———;f@' ,o0>0, we (—w’w)

oL —12 (1 —u)/2
T(u):u /r(2‘rro,2) /

—12 ‘(1 — )2 -
T, (u) = u (@-2)(*~ . J
H(PM) = —‘d% é‘, () I o= 1/2 =1/2logr + 1/2 log (2#&2)

- From a comparison of T' (x) and T, (u) obtained above we observe :

2

Remark 1: The r-power distribution corresponding to the Gamma distribution is an- "
other Gamma distribution with the parameters k and A replaced by kr —r+1 and M
respectively. Considering the case k =1, we see that the r-power distribution of the
exponential distribution is exponentlal wwh A replaced by Ar.

Remark 2 : The r-power distribution correspondmg to the normal distribution with
variance o2 is a normal distribution with variance o%/r. -
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