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ABSTRACT 

Simulation experiments with the help of random numbers are 
increasing in various Defence application areas. Some authors have 
brought out autocorrelations in the sequences generated by the 
computer methods. To overcome this defect, a new algorithm based 
on the concept of random sampling (with replacement) from a finite 
population has been developed. The constants in the linear congruential 
relation are chosen so that (a) the proportion of distinct numbers in 
the generation compares with the theoretical expectation and (b) the 
period of the generator covers almost the edtire population of 16-bit 
numbers. The criteria suggest to choose the variable rndtiplier (ai = 
2a+, +' 1 )  with initial value a. = 2' + 5 or 2'" + 3. The randomness 
of the generation has been compared with that of a Bernoullian 
sequence. 

The first method for generating random numbers on a digital computer was 
mid-square method. The method was difficult to analyze, comparatively slow and 
poor in statistical properties and, therefore, was abondoned in favour of congruential 
methods. At present most procedures in uie, are based on the congruential relationship 
defined by, 

x z (axi-, + c) (mod m), i=1,2.3 ,... ,..(I) 

where xo, a, c and m are suitably chosen integers and x transformed by x /m to 
approximate a U(0,l) process. Random samples from any other distribution are 
obtained by transformations. For some distributions, the transformations from uniform 
are simple and exact; in other cases the more complicated transformations are 
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approximated. ~owey '  cited about 450 contributions in the bibliography on Random 
number generation and testing. Some authors have brought out serious short-comings 
in the methods for generating random numbers. ~ a r s a g l i a ~  describes the situation 
that the random numbers fall mainly in the planes. Kennedy and ~ e n t l e ~  reviewed 
the various methods critically but find it difficult to choose an a'guaranteeing good 
'random' sequence and believe that given a generator one or more tests could be 
formed that the generator would fall. ~ t k i n s o n ~  points out unsuitably of the spectral 
and lattice tests for generators other than full-period. 

Here, we consider to simulate a random sampling process (with replacement) 
from a finite population. The process repeats some numbers and covers the population 
probabilistically as the sample size increases. This property of randomness guides to 
choose a and c in Eqn (1) so that the number of distinct numbers compares with the 
expectation for any sample size n, and the period of the generation covers almost the 
entire population numbers. Theoretical properties of the sampling process are derived 
and the choice of the generator with comparable properties made. Randomness of 
the generation has then been compared with that of Bernoullian sequence. 

2. CHARACTERISTICS OF THE RANDOM PROCESS 

Consider a sample of size n drawn (with equal probabilities and replacement) 
from a population numbered from 1 to N. Let S be the number of distinct number 
appearing in the sample. Following ~ e l l e s  and ~ a s u ~ ,  it is found that 

P(S=s) = Nn ( 3  [sn - (f ) (s - 1)" + (; ) (s - 2)" - . . . . . .] (2) 

where s varies from 1 to smaller of n and N. 

(Leading term sn reported by Basu as 1 seems to be in error). 

In terms of the 'differences of zeros', we may write the Eqn (2) in the form 

P(S=s) = N"(3  A S  On (3) 

where A is usual difference operator with unit increments and A S  On interpreted as 
A s x n a t x =  0. 

From Eqn (3), the probability generating function of s 
N 

P(t) = Nn 6 ( 3  tS A s  On = Nn (1 + t ~ ) ~  On 
s=o 

and the factorial moment generating function is 

fit) = N" ( E  + tA)N on 
where E = + A 
Whence 
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For large N ana 1 = nlN 

E(S) = N (1 - e-') 
Similarly 

For ~ = 2 l '  and A = 1(1)6, the expectation and standard error of SINare given in Table 1 

Table 1. Expectation pod standard error of (SflV) 

(expressed in units of 1v) 

This suggests that the random sampling as large as the population size limits to 63 
percent distinct numbers of the population. In order that all possible samples in the 
population are accessible to a generator, the period need to be at least five times the 
population size. 

3. ALGORITHM 

Consider a generator repeating the following Fortran instructions in a 16 bit word 

ZA = 2*ZA + 1 

IX = ZA*lX -I- 1 

IF (IX. GT.0) GO TO 5 

IX = IX + 32767 + 1 

ZA = 32767 - ZA 

5 CONTINUE 

Let ZA = IX = 2 P  + j, @=4,5, 14; j=1,3, 11) 

The procedure provides distinct numbers close to the expectation till its period which 
is found atleast N in all the cases excepting (2' + 11). Comparison of sequence of 
lengths, n=N, 3N & 5N has been reported in Table 2. It may be observed that longer 
periods are attained by the multipliers 29+5, 21°+3 and 211+3. However, it is interesting 
to note that these sequences starting at different points sooner or later join the same 
path before reveatinn themselves. 
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Table 2. Val-, (S - E (S))/N, in the sequence length n, produced by the multiplhr, 2p  + j 

(Deviations expressed in units of 1p) 

* Sequence repeating 

4. TESTS OF RANDOMNESS 

The object of testing generated sequences is to verify that they have the particular 
random like qualities for a specified purpose. The sequence to produce 
distinctlrepeated numbers comparable to the theoretical random pattern have been 
verified. This consideration permits sequences with longer periods. The sequences 
produced by the multipliers 29+5 and 21°+3 are further compared with Bernoulli 
trials. In that n successive numbers are considered as a result of n independent trials 
and a success considered if the number is greater than 0.5m. The distribution of 
successes in Ntrials each of length n, is then compared with the binomial frequencies 

Comparisons (observed-expected-frequencies) for the multipliers 29+5 and 21°+3 are 
given in Table 3. The 2 values suggest no dependence between the numbers of the 
sequence. 



Generating Random Sampling Numbers 

Table 3. Comparing the distribution of successes in 10,000 consecutive sets each containing n numbers 
produced by fa) 29+5 and (b) 21°+3, with the binomial frequencies. 

(a) (b) 

n 5 10 15 5 10 15 

(observed - expected) 

5. CONCLUSIONS 

It seems that the method provides a sample that satisfies the definition of the 
random sampling. The algorithm operating in 16-bit word and with no storage 
requirement, further, satisfies the criteria of a good algorithm. It may be noted that 
only two instructions are added to the poor generator RANDU. The importance of 
the method becomes greater as more and more minicomputers with smaller word 
lengths are being used. 
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