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1. IntroductIon
Infrared (IR) imaging systems are used for various 

applications extending from surveillance and reconnaissance 
to long range acquisition and engagement of targets1-3. Most 
of the present infrared systems use infrared focal plane arrays 
(IRFPAs), which consists of a mosaic of photo detectors placed 
at the focal plane of imaging systems1-4. The IRFPA technology 
has advanced immensely in recent years, resulting in the 
development of  focal plane array (FPA) with smaller pitch and 
improved noise equivalent temperature difference (NETD), 
thus, improving the performance of the system considerably5,6. 
However, it has also resulted in several problems and most 
serious of them is sensor non-uniformities. Non-uniformity 
arises due to the fact that each individual detector in the array 
has a different photo response from its neighboring detector 
even if the two detectors are illuminated by same radiance. 
The pixel-to-pixel fluctuations can be attributed to a number 
of factors such as 1/f noise associated with detector and the 
corresponding readout integrated circuits (ROIC), and the 
non linear dependence of the detector gain on the photon flux 
incident on it. All these factors result in spatial and temporal 
non-uniformities also called as fixed pattern noise (FPN), 
thereby degrading the image quality significantly5-8. This FPN 
is not fixed but drifts slowly in time due to variation in FPA 
temperature, unstable bias voltages and the change in scene 
irradiance. This temporal drift is manifested in the form of a 
slowly varying pattern superimposed on the acquired infrared 
image, which degrades the spatial resolution, radiometric 

accuracy, and therefore, reduces the temperature resolving 
capability of the FPA. Thus, one time laboratory calibration of 
the system does not guarantee optimum performance under all 
conditions and hence requires recalibration to account for the 
temporal drift in the detector response.

There are mainly two types of non-uniformity correction 
(NUC) techniques: (a) calibration-based12,13 and (b) 
scene-based6-11. The most common calibration- based technique 
is two-point calibration method using black body or by varying 
the integration time of the FPA. In this method, the normal 
operation of the thermal imaging system is interrupted as the 
camera images a uniformly calibrated target at two distinct and 
known temperatures. The gain and offset of each detector are 
then calibrated across the array so that all the detectors produce 
a radio-metrically accurate and uniform readout at the two 
reference temperatures. Scene based non uniformity correction 
techniques, do not interrupt the operation of infrared system 
during calibration. These techniques are generally algorithmic 
in nature. Such techniques use image sequences and use the 
motion or change in the actual scene to provide diversity in the 
scene temperature per detector and thus remove both gain and 
offset non-uniformities. 

In this paper, an IR sensor model relating the number 
of photoelectrons generated as a function of incident flux, 
integration time of the FPA and ambient temperature is 
described. It also describes gain and offset non-uniformities 
present in infrared sensor. Different methodologies for 
calibrating the sensor non-uniformities based upon the 
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calibration as well as scene based NUC correction techniques 
are presented. In calibration based technique, different tables of 
gain and offset coefficients of infrared sensor are then computed 
at different temperatures or using the different integration time 
and coefficients are stored in the on board flash memory of 
the video processing electronics. In scene based technique, 
scene information is used to compute the appropriate gain and 
offset coefficients adaptively. These values of gain and offset 
coefficients are used to perform non-uniformity correction on 
the incoming video data. This results radiometrically calibrated 
output under all environmental conditions. 

2. theory 
2.1 Infrared Sensor Model

An ideal infrared staring mode sensor model maps the 
focal plane array onto the object space is illustrated in Fig.1. 
Each cell of object space is mapped through geometric optics, 
into a corresponding pixel of the focal plane. Diffraction and 
other form of cross talks are neglected. The image of the scene 
generates a signal at each pixel that is proportional to the local 
image incidence14.

wavelength for ( , )thi j cell in the object space and ( , )bL Tλ
is the ambient photon radiance for the background. Plank’s 
law gives the photon radiance of the object as a function of 
wavelength and temperature and is defined as

4 exp( ) 1
2( , ) hc

KT

cL T
λ −

λ

Πλ =
                                       

(2)

The term ijΩ  described in (1) is the projected solid angle 
as viewed from the FPA and is given as

4
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ijε  is the emissivity of the scene as a function of the 
wavelength averaged over the pixel and ( )ijη λ is the quantum 
efficiency of the ( , )thi j  pixel as a function of the wavelength. 
The term [1 ( )]ij− ε λ  is the reflectivity of the scene as a function 
of the wavelength averaged over the pixel. It is included to 
account that each pixel of the object space is not only emitting, 
but also reflecting as well. The remaining terms from the 
above equations are defined as follows. / #F  is the f-number 
of the optics, ijA is the pixel active area, οτ is the effective 
transmittance of the optical system, ijθ  is the pixel angular 
displacement from optical axis. λ1 and λ2 are the lower and 
upper cutoff wavelengths of the optical system respectively, intT
is the integration time and c is the speed of light 8( 3.10 / )m s=
. The cosine term represents the systematic variation of pixel 
illumination with position of the focal plane.

Dark charge will also accumulate at each pixel. The dark 
charge is proportional to ( /2 )gE kTe − , where gE is the band gap of 
the sensor material and T is absolute temperature in K.  In 
general the amount of dark charge is also non-uniform from 
pixel to pixel. Thus the total number of electrons accumulated 
at ( , )thi j  pixel is

2
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Defining the response coefficient ijR  by
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Equation (4) may be written as
  2
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d
ijN is the dark charge accumulated during the integration 

time. Figure 2 shows the variation of the number of accumulated 
photoelectrons with ambient temperature at different integration 
times. Figure 3 represents the variation of the number of 
accumulated photoelectrons with integration time at different 
ambient temperature. In these calculations the well fill capacity 
of the sensor is taken as 7 Me- and dark current is 15 pA.           
Eqns. (4) and (6) describe the conversion of infrared radiations 
into visible image.  

2.2 Model for Sensor non-uniformities
To analyze the impact of these non-uniformities, the 

output of a specific pixel is now described in term of its unique 
non-uniformities. We assume that the source is uniform and 
taking spatial and temporal averages of the total number of 

Figure 1. Schematic for Ir camera model.

This model assumes that the IRFPA is exposed to a uniform 
source of infrared (IR) radiations. The image of the scene 
generates a signal at each pixel that is proportional to local 
image incidence14. The total current generated by the sensor 
element usually consists of the photon current, dark current and 
stray current. The stray current is due to dewar stray emission 
and window stray emission and is generally negligible. The 
model expresses the output of an arbitrary ( , )thi j  pixel in 
terms of the number of electrons accumulated at the pixel 
over the integration time. tN is the total number of electrons 
accumulated at the pixel, pN is number of electrons due to  
photons and dN is the number of electrons due to dark current.

The number of photoelectrons accumulated at ( , )thi j  pixel 
during the integration time is given by14  the following Eqn.

2

1

int [ ( ). ( , ) {1 ( )}. ( , )]. . .ij ij ij ij ij b ij ijN T L T L T A d
λ

ο
λ

= τ η ε λ λ + − ε λ λ Ω λ∫  
              (1)
where ( , )ijL Tλ is the photon radiance as a function of the 
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accumulated electrons across the array we obtain.
  2
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              (7)
where sT is the source temperature. We define

ij ij ijR R r=< > +                                            (8)
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( ) ( ) ( )ij ij ijη λ =< η λ > +κ λ                                             (10)         

ijR< > , 
__

d
ijN< >  and ( )ij< η λ >  represent the spatial 

averages of the response coefficient, dark current and 
quantum efficiency respectively, taken over all pixels in the 
detector array. The quantities ijr , 

__
d
ijn  and ( )ijκ λ represent 

the incremental deviation of ( , )thi j  pixel from mean value 
in response coefficient, dark current and quantum efficiency 
respectively. Substituting Eqns. (7)-(10) in Eqn. (6) and taking 
the temporal average and neglecting the product of two small 
term ijr  and ( )ijκ λ , we arrive at
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The last integral in the above equation can be neglected 
as it is the product of two small term rij  and ( )ijκ λ  . Thus, 
Eqn. (11) can be approximated by 
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It can be seen from Eqn. (12) that if the spectral response 
of the pixel is uniform, i.e. ( ) 0ijκ λ =  then a function involving 
only multiplication and addition can be used to correct the 
infrared imagery.

3. non-unIForMIty correctIon 
AlgorIthMS

3.1 calibration Based nuc
The output ijY  of ( , )thi j  pixel is proportional to the 

number of photoelectrons accumulated at the pixel over the 
integration time, as given by Eqn. (1). To perform the non-
uniformity correction, sensor output is acquired at two different 
temperatures or at two different integration times by exposing 
the system with a uniform and high emissivity source such as 
blackbody. To achieve this, first set of image data I1 is recorded 
at lower blackbody temperature T1 and second set of image 
data I2 is recorded at higher blackbody temperature T2. 32 
image frames, at each temperature are taken and averaged to 
reduce the temporal noise.

For the ( , )thi j  pixel in the focal plane array, the measured 
signal ijY  (detector response) is given by the following linear 
relationship.

 ij ij ij ijY a X b= +                                       (13)
where ija and ijb  are the gain and offset non-uniformities 
associated with the ( , )thi j  pixel respectively and ijX  is the 
irradiance received by the ( , )thi j  detector pixel. Thus, after 
NUC correction, the above equation can be expressed as

' ( )ij ij ij ijX a Y b= −                                        (14)

where 1'ij
ij

a
a

=                                                     (15)

defining  2 1
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1ij ijb I=                                        (17)

1ijI & 2ijI  are ( , )thi j  pixel intensities at lower and higher 
temperatures respectively. 1I< > and 2I< >  are the spatial 
averages of the image frames at lower and higher temperature 
respectively and are defined as. 
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11
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12
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I I
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1. 2n n  is the total number of pixels in a frame and 1n  
and 2n  are number of rows and columns respectively. Thus, 
from Eqns. (14) – (19) the corrected output of the pixel ( , )thi j  
is given as

Figure 2. Variation of number of photoelectrons with ambient 
temperature.

Figure 3. Variation of number of photoelectrons with integration 
time.
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2 1
2 1 1( )

ij ij

I I
I Iij ij ijX Y I〈 〉−〈 〉

−= −                         (20)

3.2 Scene-based non-uniformity correction
3.2.1 Adaptive Non-Uniformity Correction using 

Scene Statistics
The IRFPA sensor response is modeled as a first order 

linear relationship between the input irradiance and the detector 
output as given in Eqn. (1). For the ( , )thi j  detector element in 
the FPA the readout signal corresponding to the ( , )thi j  pixel of 
the FPA in thn  frame is given as8-11 

( ) ( ) ( ) ( ) ( )ij ij ij ij ijY n a n X n b n n= + + η         (21)

where ( )ija n and ( )ijb n  are respectively the gain and offset 
non-uniformities associated with the ( , )thi j pixel in the FPA 
in thn frame. ( )ijX n  is the irradiance received by the ( , )thi j
detector pixel in thn frame. The term ( )ij nη represents the 
additive readout noise associated with the ( , )thi j  pixel in thn  
frame. This noise is assumed to be gaussian with zero mean 
and unity variance and scene statistics are used to calculate the 
gain and the offset non-uniformities. 

This algorithm assumes that due to motion in the infrared 
scene or camera panning, all the detectors in the IRFPA are 
exposed to similar scene intensity statistics over a period of 
time. Thus, the mean flux over a period of time incident on 
the IRFPA as well as the standard deviation of the flux should 
be same for every detector in the FPA. Under this assumption 
offset and gain components of each detector element are 
computed as first and second order statistics of its output over 
a period of time. The mean and the variance of the measured 
FPA output can be written as (the frame subscript is omitted for 
the ease of mathematical manipulation)

 [ ] [ . ( ) ( )]ij ij ij ij ijE Y E a X b n v n= + +   (22)
            . [ ] [ ( )] [ ( )]ij ij ij ija E X E b n E v n= + +
             . [ ] ( )ij ij ija E X b n= +
and
  22 2[ ] .Yij Xijij ijVar Y b= =σ σ          (23)
respectively.
Without loss of generality we can assume that variable 

X is having zero mean and unity variance i.e. [ ] 0E X =  and
2 1Xσ = . It is because, if variable X has a non-zero mean and 

non-unity variance, then non-zero mean can be incorporated 
in the additive offset noise and the non unity mean can be 
incorporated in the multiplicative gain non-uniformity. Thus 
by simplifying the above equations, we can write 

2 2
ij Yija = σ                    (24)

[ ]ij ijb E Y=        (25)
where  2

Yijσ  is given by
2 21

1

( ) ( ( ( ) [ ( )])
n

nYij ij ij
k

n Y k E Y k
=

σ = −∑    (26)

To simplify computation, Eqns (25) and (26) can be 
written in the recursive form of 

( ) ( 1). ( 1)
( ) ij ij

ij

Y k k b k
b k

k
+ − −

=  (27)

2 2 2( 1)1
. 1

1

( ) [ ( ) ( )] .
n

k
n k kij ij ij k

k

a k Y k b k −
−

=

= − + σ∑  (28)

The above algorithm can be further modified by applying 

an exponential filter of window length Mi. The exponential 
filter is a simple linear recursive filter and these filters are 
widely used especially for time series analysis9,15. The general 
form of exponential filter is given by following expression

( ) (1 ). ( 1) . ( )y t y t x t= − γ − + γ          (29)
where

)(ty  : Output of the filter at time t
( 1)y t −  : Output of the filter at previous time moment 1t −
( )x t   : Input of the filter 

γ   : Parameter of the filter in the range 0 1≤ γ ≤
From Eqns. (4)-(9) it can be seen that output s of the 

exponential filter is the weighted sum of the previous output 
( 1)y t −  taken with weight (1 )− γ  and the current input value 
( )x t taken with weight γ . The smaller is the parameter γ , the 

longer is the memory of the exponential filter and the greater 
is the degree of smoothing.  The term exponential here means 
that each previous input ( 1)x t − τ − makes γ  times smaller 
contribution to the output ( )y t than the input ( )x t − τ . With 
this modification the estimates of bias and gain coefficients are 
computed recursively and are given as follows.

1 1( ) . ( 1) ( )l
l l

M
M Mij ij ijb n b n Y n−= − +                        (30)

12 2 21 1

1

( ) . ( ) . ( ( ( ) [ ( )])l
l l

n
M
M M nYij ij ij ij

k

n k Y k E Y k−

=

σ = σ + −∑              (31)

2( ) ( )ij Yija n n= σ                (32)

Using the above algorithms the non-uniformity corrected 
output is ijX  that is mapped to the full dynamic range of the 
scene

( ) ( )
( )

( )
ij ij

ij
ij

Y n b n
X n

a n
−

=
   (33)

4. APPlIcAtIon to AlgorIthM to 
InFrAred SySteM

4.1 calibration Based non-uniformity corrections
The capability of non-uniformity correction algorithm is 

evaluated by applying the algorithm on real infrared data and 
studying the performance parameters. Performance parameter 
called as residual non-uniformity (RNU) is defined and used to 
evaluate the performance of the algorithm. The infrared data is 
collected using 320 x 256 elements InSb staring focal plane array 
based cooled thermal imaging system operating in the 3-5 µm 
wavelength region16,17. Infrared imaging system is designed for 
a 50 mm optical aperture having an F-number (F/#) of F/3. The 
video processing electronics of the thermal imaging system has 
been designed to perform non uniformity correction, bad pixel 
replacement, digital scan conversion, automatic gain control 
and several image enhancement functions such as contrast 
enhancement and histogram equalization. A 14 bit analog to 
digital conversion is used to digitize the raw video with non 
uniformities from IRFPA. Finally, it generates consultative 
committee for international radio (CCIR) standard video output 
at 50 Hz, which can be displayed on any monitor. Different 
set of image data were captured during morning, afternoon, 
evening and at night. Data were also recorded during different 
seasons.

The integration time of the IRFPA is controlled through 
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a video processing board. Two sets of image data are acquired 
at lower integration time of 1.8 milliseconds (msec) and 
higher integration time of 2.2 msec respectively. Sixty four 
frames of image data are collected at each integration time 
and averaged to reduce the temporal noise.  This data is then 
used to compute the gain and offset coefficients, which can be 
stored separately in the onboard flash on the video processing 
board. Figure 4 shows some of the sample image frames with 

sensor non-uniformities and corrected image after performing 
non-uniformity correction.

4.1.1 Performance Evaluation
The performance of an integration based non-uniformity 

correction algorithm is estimated by a correction parameter 
called as residual non-uniformity (RNU)18,19. This is defined 
as standard deviation (SD) of the corrected FPA signal divided 

Figure 4. Image frame (a), (c), and (e) before nuc (b), (d) and (f) after nuc.

(a) (b)

(c) (d)

(e) (f)
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by the mean signal (mean). Mathematically it can be expressed 
as

21 1
,

1 1

/ ( ( )
L M

LxM i jX
i j

RNU SD Mean X X
= =

= = −∑∑            
(34)

where l and M are the number of rows and columns of IRFPA, 
ijX is the output of the pixel ( , )i j and X  is spatial mean of the 

pixels in the IRFPA.
A PC based application is developed to control the various 

function of the video processing board through serial link and 
capture the digital data. The infrared data with non-uniformities 
was captured by varying the integration time of FPA. One set 
of data was captured by exposing the infrared system with a 
uniform source at 30 °C temperature. Another set of data was 
captured at 17 °C temperature. Furthermore, over 100 different 
types of image data were captured under different conditions 
by varying the integration time at different temperature. The 
non-uniformities were computed for the uncorrected data and 
corrected data and the plots of RNU (%) with integration time 
at 30 °C and 17 °C are given in Fig. 5. 

non uniformities having mean 0 and standard deviation 1 to15 
was added. gain non uniformities having mean 1 and standard 
deviation 0.01 to 0.5 was added. The proposed algorithm was 
applied to the uncorrected data and the results of the algorithms 
are given in Fig. 7.

4.2.1 Performance Evaluation
The performance of the algorithms were defined by 

the performance parameter root mean square error (RMSE) 
averaged over the all detectors20-25, which is defined as

2

1 1
))()((

.
1 nXnX
ml

RMSE ij
c
ij

l

i

m

j
−= ∑∑

= =

                   (35)

where l and m are the number of rows and column respectively 
of the FPA. ( )c

ijX n is the corrected output and ( )ijX n is the 
actual output. RMSE for the image sequence is calculated 
as its variation with the number of frames is shown in Fig 8. 
In addition  root mean square errors for the three algorithms  
Scribner26, Harris27 and the  proposed algorithm are calculated 
and results are shown in Fig. 8. It can be seen that RMSE is 
the lowest for the proposed algorithm. There is a fairly close 
agreement between the proposed and the Scribner’s algorithm. 
However, the two seem to deviate as the number of frames 
increases. 

5. hArdwAre IMPleMentAtIon
5.1 calibration Based non-uniformity corrections

The calibration based non-uniformity correction algorithm 
can be easily implemented in FPgA based hardware. FPgA28-31 
based hardware implementation and photograph of the FPgA 
based hardware is given in Fig. 9.

The analog video signal from IRFPA is pre-processed and 
converted into a digital data using a 14-bit ADC. The 14-bit 
ADC is used to ensure that quantisation error to be less than 
signal corresponding to the NETD of the sensor array. Incase 
digital IRFPA is used, the ADC module can be bypassed and 
FPgA receives the digital data directly from IRFPA. This raw 
video digital data, at different integration time, is stored in 
the frame memory. Serial link is provided to capture the data 
through PC based application. Multiple frames of raw video 
data are captured and averaged by successively operating 
the frame memories in read and write mode. This is done to 
reduce the temporal noise. The integration time of the IRFPA 

Figure 5. Variation of rnu with Integration time at different 
temperature.
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It can be seen from above graphs that the non-uniformities 
are reduced to approximately 0.6 % from 6 %. The spatial 
non-uniformities are compared with the temporal noise of the 
system, which is given by standard deviation. Figure 6 gives 
the comparison of spatial and the temporal noise after the non 
uniformity correction.

4.2 Adaptive non-uniformity correction using 
Scene Statistics 
Infrared image sequence having 2000 frames which was 

pre calibrated with calibration based NUC was taken and 
corrupted with gain and offset non-uniformities. Different 
levels of offset and gain non-uniformities were added. Offset 
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Figure 7. (a), (b), (c), (d)  Input Image frames with simulated non-uniformities (e), (f), (g), (h) Image frames after correction using 
proposed algorithm.

Figure 9.  hardware implementation of the algorithm.

Figure 8.  rMSe Value of the proposed algorithm.
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can be varied through the PC based application, The hardware 
is implemented in very high-speed integrated circuit hardware 
description language (VHDl)30 using Xilinx ISE tool31. The 
gain and the offset coefficients, thus calculated, are stored in 
offset and gain flash memory and are applied on incoming 
video data in real time. 

5.2 Adaptive non-uniformity correction using 
Scene Statistics 
Adaptive NUC algorithm using scene statistics uses two 

SRAMs in ping-pong mode to calculate and store the offset 
coefficients successively on pixel-by-pixel basis. Four SRAMs 
are required for the computation of gain coefficients, out of 
which two SRAMs are used for storing the intermediate mean 
value of a pixel in a frame successively and remaining two 
SRAMs are used to calculate and store the variance of a pixel 
in a frame successively. Figure 10 illustrates the data path of the 
scene statistics algorithm that is implemented in the FPgA.

Infrared data corrupted with non-uniformities ( )Y n is 
fed to an adder. Simultaneously, previous value of the offset 
coefficient from the SRAM is multiplied with a constant and 
then given to adder. These two values are added. The length 
of exponential filter lM presently implemented is 16, which 
results a constant multiplication by 15 and division by 16. 
The output of the adder is shifted right by 4 to implement the 
division by 16. After formatting the data the offset coefficients 
are stored in the SRAM for the next computation. A temporal 

averaging of incoming data on every pixel is performed by 
mean value computation block. This average value is written in 
the SRAM and also used for the computation of variance. The 
average value is subtracted from ( )Y n  and then is multiplied 
with itself to find the variance. Data formatting is done to 
guard against the expansion of bits as a result of multiplication 
and then it is written in a SRAM. The variance is fed to an 
adder and simultaneously the previous value of variance   from 
the SRAM is multiplied by 15 given to the adder. These two 
values are added and then shifted right by 4 to implement the 
division by 4. After formatting the data square root function is 
implemented to compute gain coefficients. The gain coefficient 
is fed to delay compensator and then fed to the divider block as 
divisor where offset corrected data is inputted as dividend. The 
output of divisor results in the non-uniformity corrected data.

6. concluSIonS
In this paper, infrared processing algorithms for 

correcting the sensor non-uniformities based upon the 
calibration based methods and the scene based methods are 
presented. The proposed algorithms are tested with simulated 
and actual data and results are compared with the standard 
methods. The results indicate that NUC calibration based 
on variation of integration time and scene based NUC gives 
radiometricallly accurate output and removes both additive 
and multiplicative types of sensor non-uniformities. The 
results of calibration based NUC algorithm shows that the 

Figure 10. data path implementation of the scene statistics algorithm.
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non-uniformities are reduced from 6 % to less that 0.6 % after 
performing the correction. Spatial noise after non-uniformity 
correction is compared with the temporal noise of the system. 
The results show that the spatial noise is reduced significantly 
below the temporal noise of the system. Adaptive NUC using 
scene statistics uses statistical parameters of the scene for 
non-uniformity correction. Offset and gain non-uniformities 
are represented by global mean and global variance of the 
sense. An exponential filter is used for faster convergence of 
the method. Performance of the algorithm is evaluated using 
root mean square error (RMSE) as the performance parameter. 
Furthermore, this method is compared with the published 
methods. The results of image processing algorithms indicate 
that these algorithms performs equally well for 3-5 µm and 
8-12 µm infrared sensors and can be easily implemented in 
real time
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