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1. IntroductIon
The real time rendering of the geographical data has 

been an interested topic for the researchers since decades. 
In early days, the geographical data was available through 
ground survey and very primitive methods were available 
for its visualization. The advancement of satellite based 
remote sensing and imaging has provided enormous amount 
of geographical data of sub-meter resolution. The digital 
terrain elevation data (DTED) of complete globe is available 
through SRTM1 and ASTER datasets covering the earth at a 
resolution up to 30 arc sec. The high-resolution (sub meter) 
satellite imagery is available through remote sensing satellite 
i.e. CARTOSAT, TES, IKONOS, QUICKBIRD, etc. The real 
time visualization of the acquired ground data is used for flight 
simulation, mission planning & rehearsal, oil exploration, 
urban planning and many other areas of exploration. The 
conventional approach for terrain visualization assumes the 
terrain a flat surface and there exists many techniques for 
flat terrain visualization. It was suitable for visualization of 
few datasets only. The availability of ample amount of data 
has raised the need to visualize arbitrary number of datasets 
(each of very large size) in a continuous seamless manner 
over the 3D model of the globe. The traditional methods of 
modeling will not suffice to extend the planer visualization to 
globe based visualization. This requires a complete different 
scheme for geometrical modeling of the globe so that different  
datasets can easily fit over the globe for accurate visualization. 
The main challenge lies in the continuous visualization of 
multiple datasets from far distant point in space to a very 
close point on earth covering equatorial and polar regions. 
The suitable geometric model of the earth should be used 
to represent the datasets in such a way that the data can be 
accessed in a fast and efficient manner to meet the high frame 
rate rendering requirement of most of the applications. 

The technique presented in this article discusses a 
method of quad tree based geometrical modeling of the globe  
including the Polar Regions for fast and efficient access of 
the datasets. This technique requires the input datasets should 
be tiled and mipmapped, a capability provided by geomatrix 
toolkit2. The research in the field of digital globe rendering is 
also useful to render the data of other planets like Mars, Moon 
etc. This work can easily be extended for visualization of other 
celestial bodies.

2. related Work
There exist many effective techniques for terrain 

representation in the literature. Before the advancement of 3D 
graphics hardware, most of the techniques for terrain rendering 
were CPU based i.e. Duchaineau3, et. al. ROAM algorithm 
and Lindstrom4-6, et. al. continuous level-of-detail method. 
The invention of powerful GPUs give birth to a new class of 
methods7-10 for geometrical representation of the terrain based 
on graphics hardware. Kooima11 has discussed a method for 
globe-based terrain rendering using the icosahedron as a base 
model of the globe. The triangles of icosahedron are recursively 
subdivided to generate more number of triangles to represent 
the finer details of terrain using some buffers and look up 
tables. This technique is very generic and can be applied to 
any planetary terrain rendering system. He has highlighted in 
his work that a single spherical projection cannot be used to 
represents the polar region and other parts of the globe. Yang[12] 
has also reported projection distortion at lunar poles in his 
lunar visualization method. He has used spherical projection to 
represent the complete moon surface. Zhang13 has presented a 
quad tree based LOD algorithm for dynamic terrain rendering 
of planer surfaces. The work presented in this article will make 
use of quad tree data structure to effectively represent the globe 
geometry covering the equatorial and polar regions. 
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3. QUAd trEE rEPrESENtAtION OF 
dIgItAL gLObE
Since the globe is spherical in shape, it is not a good idea 

to	 represent	 the	 complete	 globe	 with	 a	 single	 quad	 tree	 or	
some other representations. The globe is divided into six faces 
(T0 to T5) in our method. The four faces (T0 to T3) are along 
the	equator	and	two	faces	(T4,	T5)	cover	the	north	and	south	
poles	respectively	as	shown	in	Fig.	1.	The	size	of	each	face	is	 
90° x 90 °. 

(between –45° to +45° latitude) perfectly aligns with the natural 
latitude-longitude boundaries on the globe. It helps in searching 
and loading of a suitable LOD tile during the rendering process. 
If	the	same	quad	tree	decomposition	is	extended	for	the	polar	
region, the projection distortion increases due to convergence 
of all the longitudes at the poles12 as shown in Fig. 2.

Figure 1. Six faces of the globe.

The	four	faces	along	equator	cover	the	earth	area	ranging	
from 45° latitude to  –45° latitude. The two polar faces are 
circular section of the globe at 45° latitude. These faces of 
the	globe	are	used	as	a	root	of	the	quad	trees.	These	faces	are	
recursively divided into sub faces to reach the desired resolution 
of the dataset. The power of two subdivision of the 90° face 
requires	 less	 than	32	 levels	of	a	quad	 tree	 to	represent	a	sub	
centimeter	resolution	dataset	as	shown	in	Table	1,	sufficient	for	
present and future high resolution datasets.

Table 1. Pixel resolution in longitudinal direction at various 
levels of quad tree

Level # degree/pixel meters/pixel

9 0.17578125 19,567.949

10 0.08789063 9,783.975

11 0.04394531 4,891.987

… … …

24 0.00000536 0.597

25 0.00000268 0.299

26 0.00000134 0.149

It	 is	 assumed	 that	 the	 geographical	 data	 is	 in	WGS84	
coordinate system and the coordinate of a grid point is represented 
by B, L, H where B, L and H is denote longitude, latitude, and 
elevation respectively. The following transformation functions 
are	used	to	convert	the	WGS84	coordinates	to	open	GL	world	
space coordinate system.

X = (N + H) cos B cos L
Y = [N(1-e2) + H] sin B
Z = (N + H) cos B sin L

where N = a/√(1-e2 sin2 B) e2 = (a2 – b2)/a2 a = major radius of 
the globe, b = minor radius of the globe.

This coordinate conversion can effectively be implemented 
in	GPU.	This	quad	tree	decomposition	of	the	globe	describes	
different	 LOD	 of	 the	 globe	 by	 different	 levels	 of	 the	 quad	
tree.	The	quad	tree	decomposition	of	the	region	along	equator	

Figure 2. (a) Projection distortion in lunar pole12,  (b) longitude 
convergence at pole.

(a)

(b)

3.1 Equator region
The globe is divided in to six faces of 90° x 90° in our 

method.	 There	 are	 four	 faces	 along	 the	 equator.	 These	 four	
faces	are	the	root	tiles	of	the	quad	trees.	These	root	tiles	are	sub	
divided by two along latitude and longitude to generate four 
sub tiles at next resolution level. These tiles are recursively 
subdivided up to a desired depth of partition based on the 
LOD	 requirement	 of	 the	 rendering	 process.	 The	 quad	 tree	
decomposition of the globe face is shown in Fig. 3 (a). 

The	quad	 tree	 decomposition	makes	use	 of	 the	 frustum	
parameter to decide the depth of partition of a tile. The tiles 
closer to the viewer eye are partitioned with a greater depth 
than those tiles that are farther from the viewer eye. A LOD 
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evaluation system decides the depth of portioning a tile in the 
quad	tree.	Each	square	tile	regions	in	the	quad	tree	are	rendered	
by	 the	 four	 triangles.	 The	 final	 rendering	 of	 tiles	 requires	
refinement	of	the	triangular	mesh.	There	exists	different	level	
of	depth	in	the	quad	tree	representation	of	each	globe	face.	This	
difference creates crack during the rendering process as shown 
in Fig. 3 (b). 

This problem is resolved by partitioning the triangles at 
the tile boundary up to a depth level of its neighboring tile as 
shown	in	Fig.	3	(c).	This	way	different	level	of	depth	of	quad	
tree is used to represent the face of the globe that is triangulated 
and rendered during the rendering process.

mipmapped	before	 using	 them	 for	 the	 visualization.	The	 six	
faces	of	the	globe	are	represented	by	the	quad	tree	structures.	
These	quad	trees	remain	in	the	main	memory.	The	selection	of	
the appropriate tiles is done based on the frustum parameters 
and location of the viewer. The distance of the tile from the eye 
is used to compute the resolution level of the tile as shown in 
Fig. 5. 

The selected resolution level tile is loaded to video 
memory	 for	 rendering	 using	 the	 least	 recently	 used	 (LRU)	
policy. This application is implemented using the Geomatrix 
software	development	tool	kit.	It	uses	cache	size	of	128	MB	for	
texture	data	and	64	MB	for	geometric	data.

Figure 3. (a) Quad tree decomposition (b) Tiles rendered at 
different depths, and (c) Tiles refinement.

(a) (b) (c)

3.2 Polar region
As	discussed	earlier	that	the	similar	quad	tree	decomposition	

will not work for the polar region where all the latitudes 
converge. The region along the longitude gets compressed but 
remains unaltered along the latitudes. This results in a radial 
blur centered at the poles. A different partitioning scheme is 
required	for	polar	region	so	that	the	quad	tree	decomposition	can	
be extended for the polar region without facing any distortion 
at the poles. As discussed earlier, the polar face is circular in 
nature. This circular face is partitioned from center in to four 
equal	 regions	 resulting	 in	 four-quarter	circular	 regions.	Each	
quarter	circular	region	is	partitioned	using	quad	tree	approach	
as	shown	in	Fig.	4.	The	quarter	circular	polar	region	has	three	
corner points, the fourth point is assumed as the mid point of 
the	circular	edge.	Now	the	quarter	circle	has	 the	 four	edges.	
The mid-point of these edges are used to partition this in to 
four regions as shown in Fig. 4.

This partitioning results in two circular regions and two 
quadrilateral	 regions.	 This	 decomposition	 can	 recursively	
be	done	for	any	depth	of	the	quad	tree	to	represent	the	polar	
region at different levels as shown in Fig. 4. The tiles of the 
quad	tree	are	triangulated	and	it	is	refined	also	for	the	cracks	at	
the	adjacent	levels	in	a	similar	manner	it	was	done	for	equator	
region. 

The	quad	tree	decomposition	of	the	polar	region	improves	
the	quality	of	rendering	as	the	quad	regions	at	all	levels	remain	
in	 good	 quadrilateral	 shapes.	 This	 scheme	 does	 not	 require	
any additional computational step as the number of regions 
generated remain same as in simple spherical representation 
case. 

3.3 Selection and Rendering of LOD model
The	 datasets	 representing	 the	 globe	 are	 huge	 in	 size.	

All of then cannot be accommodated in the main memory or 
the	video	RAM	of	the	computer.	These	datasets	are	tiled	and	

Figure 4. Quad tree decomposition of the polar face (a) level 
2, (b) level 3, and (c) complete globe.

(a) (b)

(c)

Figure 5. View Frustum on Globe surface & LOD ranges.

4. rESULtS ANd CONCLUSION
The	test	hardware	is	a	dual	AMD	Opteron	252	at	2.59	GHz	

with	4	GB	of	RAM	and	an	NVIDIA	Quadro	FX	3400	with	256	
MB	VRAM.	The	cache	size	of	128	MB	is	used	for	texture	and	
64	MB	for	geometric	data.	The	SRTM	digital	elevation	data	
(25	GB)	of	complete	globe	is	used	at	a	resolution	of	90	arc	s		
The	Blue	Marble	 texture	 image	at	1	km	per	pixel	 resolution	
is	used	as	a	base	map	of	the	globe.	A	predefined	path	is	used	
to record the performance of this application. It begins with a 
very wide-angle view of the globe and moves to a closer view 
in J&K region in India. The rendering of the globe at different 
altitude shown in Fig. 6. 
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The execution starts with an empty data cache and data 
are loaded as needed during the rendering of globe at different 
resolution levels. The recorded results are shown in Fig. 7. 
It shows the frame construction time in milliseconds and 
the number of triangles rendered in each frame during the 
execution. 

The initial frame construction time is high due to loading 
of data in to empty cache. The sharp peaks in the graph show 
the page faults. The consistent frame construction time shows 
that this approach is useful for real time rendering applications. 
The	less	time	required	to	construct	each	frame	also	guarantees	
the high frame rate rendering.

complete	 this	 work.	 The	 author	 is	 also	 grateful	 to	 Mr	 RC	
Agarwal, Director, DEAL for giving the opportunity to work 
on this project.
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Figure 7. Frame rendering performance at 1280 x 1024 screen 
resolution.

Figure 6. globe views from  (a) 27180 km, (b) 4828 km, (c) 
1278 km, and (d) 204 km.

(a) (b)

(c) (d)
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