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#### Abstract

We proposed a novel rotation-invariant feature based passive ranging algorithm to estimate the distance of an imaged non-cooperation target to camera. This improved algorithm avoids sometimes occurrence of physically unreasonable results in solving the existing quartic equation, such as the happening of complex or negative value. This method uses three matched points in two adjacent frames of an image sequence to extract depth-dependent line features of the target. With this line features combination of the observer's displacement and imaging directions, a quadratic equation was build to estimate the distance. Analysis shows that the proposed new passive ranging equation would be solvable when the observer is with non-zero displacement in adjacent sampling instances. Our reduced-model experiment also demonstrates that the proposed algorithm is not only simple and feasible but also with a relative ranging error no more than 4 per cent in most cases.
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## 1. INTRODUCTION

Although stereo vision could find the depth information of an imaged object ${ }^{1}$, but the motion stereo depth measurement ${ }^{2}$ scheme is more attractive for its simplicity in construction. As we know, from industrial robot ${ }^{3}$ to air-launched weapons ${ }^{4}$, motion stereo has been widely used. It is characterized by using monocular imaging system and being mounted on a maneuvering platform.

In motion stereo, feature extraction and feature matching are problems that must be solved ${ }^{5}$. These features include points ${ }^{3,6-9}$, lines or edges ${ }^{5,8-11}$, and regions ${ }^{12}$ or colours ${ }^{13}$. Among these three kinds of features, regions or colours are less applied than two former, lines and edges have got the most applications. This is because the lines are easier to extract from contour images and their characterization, by means of polygonal approximation, and are more reliable than points feature in the presence of noise ${ }^{11}$. In general, edges come from edge-based methods ${ }^{5}$, straight lines may come from either edge-based methods or two unique feature points.

In the past few decades, linearity features which include straight lines and edges have been used in image distortion correcting $^{5}$, 3D image matching ${ }^{14}$, target tracking ${ }^{7,11}$, range finding ${ }^{8,15}$, vision based navigating guide ${ }^{16,17}$, robot simultaneous localization and mapping (SLAM) ${ }^{18,9}$, pose estimation ${ }^{19,20}$, and so on. Among these application, passive ranging based on motion stereo is very important, which can be seen in ${ }^{8,15,21}$, and so on. Feature lines are wire poles or street trees in background ${ }^{21}$, but in most cases, feature lines are in the target itself ${ }^{8,15,22}$. A new method is proposed for non-cooperate aircraft ranging in this study.

## 2. EXISTING RANGING MODEL AND ALGORITHM

### 2.1 Existing Ranging Model

In this study, authors take the geography coordinates $o-x y z$ as the host coordinates, in which the north, the west and the upper direction are assigned as the positive direction for $x, y$ and $z$ axis respectively. It is a reasonable assumption since that the state of our measurement platform on which the camera is fixed could be known from other detection system, such as the GPS and other inboard sensors, the information includes the azimuth, pitching, radial distance to point $o$, velocity, acceleration, and the attitude.

The platform itself also constitutes a coordinates $O-X Y Z$, i.e. the platform coordinates. If we take an aircraft as the platform, then the nose head, right wing, and engine- room top are the positive directions of $Y, X$, and $Z$-axis respectively. The air- borne measurement-platform in the geography coordinate is shown in Fig. 1.

At the $n$-th sampling time, the point $O$ in $o-x y z$ coordinates is $\boldsymbol{O}\left(x_{n}, y_{n}, z_{n}\right)$. Suppose the moving target in the measurementplatform coordinates is expressed as $\left(r_{n}, \alpha_{n}, \beta_{n}\right)$ in a spherical form. Here, $\alpha_{n}$ and $\beta_{n}$ are the azimuth and pitching from camera to the target, and the sightline of camera to the target in the geography coordinates could be expressed as the direction vector $\left(l_{n}, m_{n}, n_{n}\right)$ as below:

$$
\left(\begin{array}{l}
l_{n}  \tag{1}\\
m_{n} \\
n_{n}
\end{array}\right)=\left(\begin{array}{lll}
t_{11}^{n} & t_{12}^{n} & t_{13}^{n} \\
t_{21}^{n} & t_{22}^{n} & t_{23}^{n} \\
t_{31}^{n} & t_{32}^{n} & t_{33}^{n}
\end{array}\right)\left(\begin{array}{l}
\cos \alpha_{n} \cos \beta_{n} \\
\sin \alpha_{n} \cos \beta_{n} \\
\sin \beta_{n}
\end{array}\right)
$$

Here, $\left(\begin{array}{lll}t_{11}^{n} & t_{12}^{n} & t_{13}^{n} \\ t_{11}^{n} & t_{22}^{n} & t_{23}^{n} \\ t_{31}^{n} & t_{32}^{n} & t_{33}^{n}\end{array}\right)$ is the transposed matrix of the direction
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Figure 1. The airborne measurement-platform in geography coordinate.
vector for $X, Y$, and $Z$-axis in $o-x y z$ coordinates.
Suppose that there exists a one-dimension scale $x_{0}$ in the target, which is invariable to the rotation of the camera in two adjacent sampling times. Let's call the scale's projection on the camera focal plane the target's characteristic linearity. Under normal condition both the target and the measurementplatform are in moving. Fig. 2 illustrates the recursive ranging model based on characteristic linearity.

Figure 2 shows $T$ and $S$ are the Target and Surveyor (camera) respectively. The subscript $n$ or ( $n+1$ ) represent the sampling time. Therefore, $T_{n} T_{n+1}, S_{n} S_{n+1}$ is the moving trace of the target and the platform between the $n$-th and ( $n+1$ )-th sampling time, while $\varphi_{n}$ and $\varphi_{n+1}$ are the angles of the target's trace to the camera's sightline at each sampling time.

Assume that the focuses of optical system in the camera to be $f_{n}$ and $f_{n+1}$ at the $n$-th and ( $n+1$ )-th sampling time, and length of the characteristic linearity in camera focal-plane to be $L_{n}$ and $L_{n+1}$. Obviously, $L_{n}$ or $L_{n+1}$ belong to a kind of depth-depended line features. According to the geometry imaging principle, the Eqn. below could be concluded.

$$
\begin{equation*}
\frac{r_{n+1}}{r_{n}}=\frac{f_{n+1}}{f_{n}} \frac{L_{n}}{L_{n+1}} \frac{\sin \varphi_{n+1}}{\sin \varphi_{n}} \tag{2}
\end{equation*}
$$



Figure 2. The ranging model based on characteristic linearity.

### 2.2 Existing Algorithm

Based on Eqn. (2), the following recursion passive ranging Eqn. is derived ${ }^{15}$ :

$$
\begin{equation*}
C_{4} r_{n+1}^{4}+C_{3} r_{n+1}^{3}+C_{2} r_{n+1}^{2}+C_{1} r_{n+1}+C_{0}=0 \tag{3}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathrm{Ce}_{4}=H\left[1-\left(l_{n+1} l_{n}+m_{n+1} m_{n}+n_{n+1} n_{n}\right)^{2}\right]  \tag{4}\\
& C_{3}=2 H\left\{l_{n+1}\left(x_{n+1}-x_{n}\right)+m_{n+1}\left(y_{n+1}-y_{n}\right)+\right. \\
& \quad n_{n+1}\left(z_{n+1}-z_{n}\right)-\left(l_{n+1} l_{n}+m_{n+1} m_{n}+n_{n+1} n_{n}\right)  \tag{5}\\
& \left.\quad\left[l_{n}\left(x_{n+1}-x_{n}\right)+m_{n}\left(y_{n+1}-y_{n}\right)+n_{n}\left(z_{n+1}-z_{n}\right)\right]\right\} \\
& C_{2}=H\left\{\left[l_{n}\left(x_{n+1}-x_{n}\right)+m_{n}\left(y_{n+1}-y_{n}\right)+\right.\right. \\
& \left.\quad n_{n}\left(z_{n+1}-z_{n}\right)\right]^{2}+\left(x_{n+1}-x_{n}\right)^{2}+  \tag{6}\\
& \left.\quad\left(y_{n+1}-y_{n}\right)^{2}+\left(z_{n+1}-z_{n}\right)^{2}\right\} \\
& C_{1}=0  \tag{7}\\
& C_{0}=k_{2} r_{n}^{2}+k_{1} r_{n}+k_{0}  \tag{8}\\
& H=\left(\frac{f_{n}}{f_{n+1}}\right)^{2}\left(\frac{L_{n+1}}{L_{n}}\right)^{2} \frac{1}{r_{n}^{2}} \tag{9}
\end{align*}
$$

and,

$$
\begin{align*}
& k_{2}=\left(l_{n+1} l_{n}+m_{n+1} m_{n}+n_{n+1} n_{n}\right)^{2}-1  \tag{10}\\
& k_{1}=2\left\{l_{n}\left(x_{n+1}-x_{n}\right)+m_{n}\left(y_{n+1}-y_{n}\right)+n_{n}\left(z_{n+1}-z_{n}\right)-\right. \\
& \quad\left(l_{n+1} l_{n}+m_{n+1} m_{n}+n_{n+1} n_{n}\right)\left[l_{n+1}\left(x_{n+1}-x_{n}\right)+\right.  \tag{11}\\
& \left.\left.\quad m_{n+1}\left(y_{n+1}-y_{n}\right)+n_{n+1}\left(z_{n+1}-z_{n}\right)\right]\right\} \\
& k_{0}=\left[l_{n+1}\left(x_{n+1}-x_{n}\right)+m_{n+1}\left(y_{n+1}-y_{n}\right)+n_{n+1}\left(z_{n+1}-z_{n}\right)\right]^{2}- \\
& \quad\left(x_{n+1}-x_{n}\right)^{2}-\left(y_{n+1}-y_{n}\right)^{2}-\left(z_{n+1}-z_{n}\right)^{2} \tag{12}
\end{align*}
$$

In the distance estimating Eqn. (3), each $n$-th distance from a target to the camera, $r_{n}$, could be obtained if the initial distance information $r_{0}$ is known, as through Radar or Lidar.

Nevertheless it is more attractive for passive ranging without initial distance. To our knowledge, when we have known some certain length $x_{0}$ on target, the distance difference between two sampling time could be got as below

$$
\begin{equation*}
\Delta=r_{n+1}-r_{n}=f x_{0} \frac{L_{n}-L_{n+1}}{L_{n+1} \cdot L_{n}} \tag{13}
\end{equation*}
$$

Substitute Eqn. (13) into Eqn. (3), we obtain a nonlinear Eqn. (14) as below ${ }^{15}$

$$
\begin{equation*}
D_{4} r_{n}^{4}+D_{3} r_{n}^{3}+D_{2} r_{n}^{2}+D_{1} r_{n}+D_{0}=0 \tag{14}
\end{equation*}
$$

where

$$
\begin{align*}
& D_{4}=C_{4}  \tag{15}\\
& D_{3}=4 C_{4} \Delta+C_{3}  \tag{16}\\
& D_{2}=6 C_{4} \Delta^{2}+3 C_{3} \Delta+C_{2}+k_{2}  \tag{17}\\
& D_{1}=4 C_{4} \Delta^{3}+3 C_{3} \Delta^{2}+2 C_{2} \Delta+C_{1}+k_{1}  \tag{18}\\
& D_{0}=C_{4} \Delta^{4}+C_{3} \Delta^{3}+C_{2} \Delta^{2}+C_{1} \Delta+k_{0} \tag{19}
\end{align*}
$$

Eqn. (14) is essentially a 4-order nonlinear eqnuation on $r_{n}$. By solving Eqn. (14), $r_{n}$ could be obtained, consequently by $r_{n+1}=r_{n}+\Delta \mathrm{Up}$ to now, a passive distance finding scheme without initial distance has been achieved.

Compared with Eqn. (3), the initial distance $r_{0}$ is no longer needed in Eqn. (14). It is particularly convenient in practical application. According to $\mathrm{FU}^{15}$, et al. the errors result from reduced-model experiment using Eqn. (14) is much close to $4 \%$. Because of introduction of variable $\Delta$, it is not valid in
passive ranging to non-cooperation target. In addition, there sometimes exists occurrence of pathological solution to the current quartic Eqn. (14). This problem needs to be overcome.

A factor worthy to be pointed out is that the ranging algorithm need only two frames of image in Eqn. (3) or Eqn. (14), this merit is beneficial to prevent ranging error diffusion. As we know, Eqn. (3) and Eqn. (14) use not only the image information but also the imaging directions, that is, there exists some redundancy information in it. This redundancy information is favorable for the associated algorithm to be improved.

## 3. ALGORITHM IMPROVEMENT

Multiplying $r_{n}{ }^{2}$ to both sides of Eqn. (3), we get Eqn. (20) as below:

$$
\begin{equation*}
C_{4} r_{n}^{2} r_{n+1}^{4}+C_{3} r_{n}^{2} r_{n+1}^{3}+C_{2} r_{n}^{2} r_{n+1}^{2}+C_{1} r_{n}^{2} r_{n+1}+C_{0} r_{n}^{2}=0 \tag{20}
\end{equation*}
$$

Let

$$
\left\{\begin{array}{l}
C_{40}=C_{4} r_{n}^{2}  \tag{21}\\
C_{30}=C_{3} r_{n}^{2} \\
C_{20}=C_{2} r_{n}^{2} \\
C_{10}=C_{1} r_{n}^{2}=0 \quad\left(\because C_{1}=0\right) \\
C_{00}=C_{0} r_{n}^{2}=k_{2} r_{n}^{4}+k_{1} r_{n}^{3}+k_{0} r_{n}^{2}
\end{array}\right.
$$

The Eqn. (20) is turned into the Eqn. as below:

$$
\begin{equation*}
C_{40} r_{n+1}^{4}+C_{30} r_{n+1}^{3}+C_{20} r_{n+1}^{2}+k_{2} r_{n}^{4}+k_{1} r_{n}^{3}+k_{0} r_{n}^{2}=0 \tag{22}
\end{equation*}
$$

Substitute the distance ratio in adjacent sampling times, $\rho=r_{n} / r_{n+1}$ into Eqn. (22), we can get Eqn. (23) as below:

$$
\begin{equation*}
\left(C_{40}+k_{2} \rho^{4}\right) r_{n+1}^{4}+\left(C_{30}+k_{1} \rho^{3}\right) r_{n+1}^{3}+\left(C_{20}+k_{0} \rho^{2}\right) r_{n+1}^{2}=0 \tag{23}
\end{equation*}
$$

After reduction of Eqn. (23), we get Eqn. (24):

$$
\begin{equation*}
A_{2} r_{n+1}^{4}+A_{1} r_{n+1}^{3}+A_{0} r_{n+1}^{2}=0 \tag{24}
\end{equation*}
$$

Since the target's distance $r_{n+1} \neq 0$, Eqn. (24) is re-written as Eqn. (25):

$$
\begin{equation*}
A_{2} r_{n+1}^{2}+A_{1} r_{n+1}+A_{0}=0 \tag{25}
\end{equation*}
$$

From Eqn. (3) through Eqn. (12) and Eqn. (21), the coefficients of ranging Eqn. are determined as below

$$
\begin{align*}
A_{2}= & \left(\rho^{4}-H^{\prime}\right)\left[\left(l_{n+1} l_{n}+m_{n+1} m_{n}+n_{n+1} n_{n}\right)^{2}-1\right]  \tag{26}\\
A_{1}= & 2 H^{\prime}\left\{l_{n+1}\left(x_{n+1}-x_{n}\right)+m_{n+1}\left(y_{n+1}-y_{n}\right)+\right. \\
& n_{n+1}\left(z_{n+1}-z_{n}\right)-\left(l_{n+1} l_{n}+m_{n+1} m_{n}+n_{n+1} n_{n}\right) \\
& {\left.\left[l_{n}\left(x_{n+1}-x_{n}\right)+m_{n}\left(y_{n+1}-y_{n}\right)+n_{n}\left(z_{n+1}-z_{n}\right)\right]\right\}+ } \\
& 2 \rho^{2}\left\{l_{n}\left(x_{n+1}-x_{n}\right)+m_{n}\left(y_{n+1}-y_{n}\right)+n_{n}\left(z_{n+1}-z_{n}\right)-\right.  \tag{27}\\
& \left(l_{n+1} l_{n}+m_{n+1} m_{n}+n_{n+1} n_{n}\right) \cdot\left[l_{n+1}\left(x_{n+1}-x_{n}\right)+\right. \\
& \left.\left.m_{n+1}\left(y_{n+1}-y_{n}\right)+n_{n+1} \cdot\left(z_{n+1}-z_{n}\right)\right]\right\} \\
A_{0}= & H^{\prime}\left\{\left[l_{n}\left(x_{n+1}-x_{n}\right)+m_{n}\left(y_{n+1}-y_{n}\right)+\right.\right. \\
& \left.n_{n}\left(z_{n+1}-z_{n}\right)\right]^{2}+\left(x_{n+1}-x_{n}\right)^{2}+\left(y_{n+1}-y_{n}\right)^{2}+ \\
& \left.\left(z_{n+1}-z_{n}\right)^{2}\right\}+\rho^{2}\left\{\left[l_{n+1}\left(x_{n+1}-x_{n}\right)+\right.\right.  \tag{28}\\
& \left.m_{n+1}\left(y_{n+1}-y_{n}\right)+n_{n+1}\left(z_{n+1}-z_{n}\right)\right]^{2}-\left(x_{n+1}-x_{n}\right)^{2}- \\
& \left.\left(y_{n+1}-y_{n}\right)^{2}-\left(z_{n+1}-z_{n}\right)^{2}\right\} \\
H^{\prime}= & H r_{n}^{2}=\left(\frac{f_{n}}{f_{n+1}}\right)^{2}\left(\frac{L_{n+1}}{L_{n}}\right)^{2} \tag{29}
\end{align*}
$$

In Eqn. (26) through Eqn. (28), $\rho=r_{n} / r_{n+1}=L_{n+1} / L_{n}$, it is an approximation of Eqn. (2) in a smaller sampling interval. On $L_{n+1}$ or $L_{n}$, detailed process is demonstrated as below.

Let points $A, B, C$ and $A^{\prime}, B^{\prime}, C^{\prime}$ be the matched points respectively in two adjacent frames. We would determine the line segment feature from these points, $A, B$ and $C$ for example, as shown in Fig. 3. A circumcircle for points $A, B$ and $C$ with the center named $O^{\prime}$ could be determined; we take MN , diameter of the circumcircle of triangle $A B C$, as our characteristic linearity. With this improvement, the characteristic linearity could be obtained more easily than that in $\mathrm{Fu}^{15}$, et al.


Figure 3. Feature points A, B, C and the selecting line segment features.

In this method, it needs only three matched points for extracting the line features, while three points is the least number in image matching. In order to obtain at least three matched points, an effective approach is adjusting the image contrast in certain range before image matching.

Equations. (25), (14) and (3) are homologous equations, but the former has lower orders, so its ranging error should be no more than of the latter's.

As for the distance estimation Eqn. (25), it will always have solution provided that the observer has non-zero displacement in adjacent sampling times, i.e. the target's distance can always be estimable. This could be satisfied by continuous observer maneuver. Even if the distance difference $\delta$ is zero, the discriminant of a quadratic equation, $\sqrt{A_{1}^{2}-4 A_{2} A_{0}}$, is still greater than zero, that is the Eqn. (25) can be solved.

So far, our method does not need prior knowledge about the target, so it is quite suitable for non-cooperation target ranging.

Figure 4 is the flow chart of our method for application. It has been found in our experiment that the step of 'contrast adjustment in target and its adjacent region' is indeed necessary for image matching and characteristic linearity extraction. Building a quadratic equation is our main improvement.

## 4. EXPERIMENT RESULT

To verify the passive ranging algorithm based on Eqn. (25), we conducted reduced-model experiments with a ratio of $1: 2300$. As space is limited, here in Fig. 5 we only present the 16 frames of image with even numbers in the sequence. The photographing conditions and measurement results are shown in Table 1.


Figure 4. Flow chart of our method for application.

It can be seen in Fig. 5, that there occurs a great change in the target. Even so, the ranging error is acceptable.

All the pictures in this paper were taken by a Sony ExwavePRO CCD with $768 \times 576$ pixels, the aircraft in pictures is a F16 model with length of 24 cm , and background removing has been done before this experiment. In natural scenario work, we us a moving target tracking technology from Visionlab ${ }^{23}$, so the contour detection and background removing become easy. Moreover, in our method only 3 matched points are required, it is the least requirement in imaging tracking.

In this experiment, the aircraft is moving in an arc shaped path and the surveyor is moving in a straight line, it can be seen in the image sequence that there is a significant change in the target's attitude. In Table 1, relative error of target's distance estimation is less than $\pm 4 \%$ in most cases, the biggest relative error is $7.81 \%$, and such errors can meet the demand of practical application. As for static observer, ranging Eqn. (14) can still be used to estimate the distance. The results fully show that our improved algorithm is able to adapt to changes in target's attitude.

As a control, another group of pictures named sequence $B$ are given in Fig. 6, and the ranging errors are shown in Table 2. In Fig. 6, only the frames with odd numbers are present. Experimental study shows that Table 2 has less error than that in Table 1, due to the less change in the target's attitude in Fig. 6. In most cases, experimental errors are between Table 1 and Table 2.


Figure 5. Experiment image sequence A. (2), (4),......(32), are frame numbers.

Table 1. Data and ranging result of experiment $A$

| Frame | Distance (cm) | Camera position (cm) | Azimuth | Pitch | Distance estimated | Ranging error (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 248 | $(0,0,0)$ | $179^{\circ} 29.8^{\prime}$ | $275{ }^{\circ} 40^{\prime}$ |  |  |
| 2 | 247 | $(0,-3,0)$ | $179{ }^{\circ} 35^{\prime}$ | $275^{\circ} 50.7^{\prime}$ | 252.11 | 2.07 |
| 3 | 246 | $(0,-6,0)$ | $179{ }^{\circ} 40^{\prime}$ | $275^{\circ} 50.7^{\prime}$ | 250.74 | 1.93 |
| 4 | 245 | $(0,-9,0)$ | $179{ }^{\circ} 40^{\prime}$ | $275^{\circ} 50.7^{\prime}$ | 243.59 | -0.56 |
| 5 | 244 | (0, -12, 0) | $179{ }^{\circ} 40^{\prime}$ | $275^{\circ} 50.7^{\prime}$ | 240.99 | -1.23 |
| 6 | 243.5 | (0,-15,0) | $179{ }^{\circ} 55^{\prime}$ | $275^{\circ} 50.7^{\prime}$ | 240.98 | -1.03 |
| 7 | 242 | (0,-18,0) | $179{ }^{\circ} 57^{\prime}$ | $275^{\circ} 50.7^{\prime}$ | 242.82 | 0.34 |
| 8 | 241 | (0,-21,0) | $179{ }^{\circ} 57^{\prime}$ | $275^{\circ} 50.7^{\prime}$ | 247.86 | 2.85 |
| 9 | 242 | $(0,-24,0)$ | $180^{\circ} 7.5^{\prime}$ | $275^{\circ} 50.7^{\prime}$ | 256.25 | 5.89 |
| 10 | 242 | (0,-27,0) | $180^{\circ} 19^{\prime}$ | $275^{\circ} 50.7^{\prime}$ | 251.06 | 3.74 |
| 11 | 241 | (0, -30,0) | $180^{\circ} 19^{\prime}$ | $275^{\circ} 50.7^{\prime}$ | 235.87 | -2.13 |
| 12 | 238.5 | (0, -33,0) | $180^{\circ} 19^{\prime}$ | $275^{\circ} 50.7^{\prime}$ | 239.54 | 0.44 |
| 13 | 237.5 | $(0,-36,0)$ | $180^{\circ} 46.5^{\prime}$ | $275^{\circ} 50.7^{\prime}$ | 232.41 | -2.14 |
| 14 | 237 | (0, -39,0) | $180^{\circ} 46.5^{\prime}$ | $275^{\circ} 50.7^{\prime}$ | 237.51 | 0.22 |
| 15 | 235.5 | (0, -42,0) | $180^{\circ} 46.5^{\prime}$ | $275^{\circ} 50.7^{\prime}$ | 229.63 | -2.49 |
| 16 | 234 | (0, -45,0) | $181^{\circ} 17.5^{\prime}$ | $275^{\circ} 50.7^{\prime}$ | 237.51 | 1.50 |
| 17 | 232 | (0, -48,0) | $181^{\circ} 17.5^{\prime}$ | $275^{\circ} 50.7^{\prime}$ | 228.89 | -1.34 |
| 18 | 230 | (0, -51,0) | $181^{\circ} 25.5^{\prime}$ | $275^{\circ} 50.7^{\prime}$ | 236.68 | 2.90 |
| 19 | 228 | (0, -54,0) | $181^{\circ} 25.5^{\prime}$ | $275^{\circ} 50.7^{\prime}$ | 233.9 | 2.58 |
| 20 | 226 | (0, -57,0) | $181^{\circ} 49.3{ }^{\prime}$ | $275^{\circ} 50.7^{\prime}$ | 223.91 | -0.92 |
| 21 | 224 | (0, -60,0) | $181^{\circ} 49.3^{\prime}$ | $275^{\circ} 50.7^{\prime}$ | 223.87 | -0.06 |
| 22 | 222 | (0, -63,0) | $182^{\circ} 6^{\prime}$ | $275^{\circ} 50.7^{\prime}$ | 239.33 | 7.81 |
| 23 | 221 | (0, -66,0) | $182^{\circ} 17.5^{\prime}$ | $275^{\circ} 50.7^{\prime}$ | 232.37 | 5.14 |
| 24 | 218.5 | (0, -69,0) | $182^{\circ} 21.8^{\prime}$ | $275^{\circ} 50.7^{\prime}$ | 227.56 | 4.15 |
| 25 | 217 | (0, -72,0) | $182^{\circ} 38^{\prime}$ | $275^{\circ} 50.7^{\prime}$ | 225.32 | 3.83 |
| 26 | 215 | (0, -75,0) | $182^{\circ} 53^{\prime}$ | $275^{\circ} 50.7^{\prime}$ | 225.45 | 4.86 |
| 27 | 213 | (0, -78,0) | $183{ }^{\circ} 11^{\prime}$ | $275^{\circ} 50.7^{\prime}$ | 228.42 | 7.24 |
| 28 | 211 | $(0,-81,0)$ | $183{ }^{\circ} 18.5^{\prime}$ | $276^{\circ} 8^{\prime}$ | 219.64 | 4.09 |
| 29 | 209 | (0, -84,0) | $183{ }^{\circ} 31.3^{\prime}$ | $276^{\circ} 8^{\prime}$ | 215.3 | 3.01 |
| 30 | 207 | (0, -87,0) | $183{ }^{\circ} 58^{\prime}$ | $276{ }^{\circ} 8^{\prime}$ | 215.3 | 4.01 |
| 31 | 206 | (0, -90,0) | $184^{\circ} 25.5^{\prime}$ | $276^{\circ} 8^{\prime}$ | 214.25 | 4.00 |
| 32 | 210 | $(0,-93,0)$ | $187{ }^{\circ} 9^{\prime}$ | $276{ }^{\circ} 8^{\prime}$ | 216.08 | 2.90 |
| 33 | $209$ | $(0,-96,0)$ | $187^{\circ} 29.5^{\prime}$ | $276^{\circ} 8^{\prime}$ | 225.32 | 7.81 |

## 5. CONCLUSION

We proposed an algorithm for non-cooperation target passive ranging, in which distance estimation is turned into solving a quadratic equation after utilizing target's imaging features and the camera positions. In contrast with the former algorithm of solving a quartic Eqn. (15), the new algorithm of solving a quadratic equation avoids pathological solutions, such
as the complex solution, negative solutions, etc. Hence the new algorithm shows much more worth in practical application than the former ones. Theoretical analysis indicates that the new algorithm always has solution provided that the platform of observer has non-zero displacement in adjacent sampling times. The proposed algorithm is also examined by indoor reduced mode experiments which show that it can be implemented

Table 2. Data and ranging result of experiment $B^{*}$

| Frame | Distance (cm) | Azimuth | Pitch | Distance estimated | Ranging error (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 312 | 218 ${ }^{\circ} 33.5^{\prime}$ | 278 ${ }^{\circ} 22.3^{\prime}$ |  |  |
| 2 | 310 | $217^{\circ} 45.4^{\prime}$ | $278{ }^{\circ} 22.3^{\prime}$ | 301.4822 | -2.74 |
| 3 | 308 | $216^{\circ} 52^{\prime}$ | $278{ }^{\circ} 22.3^{\prime}$ | 302.2752 | -1.85 |
| 4 | 305 | $216^{\circ} 6.5^{\prime}$ | $278{ }^{\circ} 22.3^{\prime}$ | 296.5562 | -2.76 |
| 5 | 303 | $215^{\circ} 15^{\prime}$ | $278{ }^{\circ} 22.3^{\prime}$ | 306.1145 | 1.02 |
| 6 | 301 | $214^{\circ} 28.8^{\prime}$ | $278{ }^{\circ} 22.3^{\prime}$ | 304.6329 | 1.20 |
| 7 | 298 | $213^{\circ} 30^{\prime}$ | $278{ }^{\circ} 6^{\prime}$ | 291.2246 | -2.27 |
| 8 | 296 | $212^{\circ} 18.2^{\prime}$ | $278{ }^{\circ} 6^{\prime}$ | 303.2842 | 2.46 |
| 9 | 293 | $211^{\circ} 29^{\prime}$ | $278{ }^{\circ} 5.8^{\prime}$ | 287.3585 | -1.92 |
| 10 | 289 | $209^{\circ} 55.7^{\prime}$ | $278{ }^{\circ} 6^{\prime}$ | 281.2466 | -2.68 |
| 11 | 287 | $210^{\circ} 30.5^{\prime}$ | $278{ }^{\circ} 6^{\prime}$ | 283.1063 | -1.35 |
| 12 | 281 | $208^{\circ} 38.5^{\prime}$ | $278{ }^{\circ} 5.7^{\prime}$ | 288.6224 | 2.71 |
| 13 | 279 | 207 ${ }^{\circ} 45.3^{\prime}$ | $278{ }^{\circ} 5^{\prime}$ | 285.2253 | 2.23 |
| 14 | 276 | 206 ${ }^{\circ} 54.4^{\prime}$ | $278{ }^{\circ} 5^{\prime}$ | 281.6632 | 2.05 |
| 15 | 273.5 | $205^{\circ} 51.3^{\prime}$ | $278{ }^{\circ} 4.5^{\prime}$ | 268.2251 | -1.92 |
| 16 | 271 | $204^{\circ} 46.5^{\prime}$ | $278{ }^{\circ} 3.5^{\prime}$ | 263.6722 | -2.70 |
| 17 | 266 | $203^{\circ} 32.8^{\prime}$ | $278{ }^{\circ} 3.5^{\prime}$ | 260.1541 | -2.19 |
| 18 | 264.5 | $203{ }^{\circ}{ }^{\prime}$ | $278{ }^{\circ} 3.6^{\prime}$ | 251.0536 | -5.08 |
| 19 | 262.5 | 202 ${ }^{\circ} 35.4^{\prime}$ | $278{ }^{\circ} 3.4^{\prime}$ | 268.9105 | 2.44 |
| 20 | 260.5 | $201{ }^{\circ} 34^{\prime}$ | $278{ }^{\circ} 3.2^{\prime}$ | 266.2251 | 2.19 |
| 21 | 258 | $201^{\circ} 12^{\prime}$ | $278{ }^{\circ} 3.2^{\prime}$ | 254.3359 | -1.42 |
| 22 | 256 | $200^{\circ} 41^{\prime}$ | $278{ }^{\circ} 3.1^{\prime}$ | 263.2605 | 2.83 |
| 23 | 254.5 | $199^{\circ} 58^{\prime}$ | $278{ }^{\circ}{ }^{\prime}$ | 262.8722 | 3.29 |
| 24 | 252.5 | $199^{\circ} 41.5^{\prime}$ | $278{ }^{\circ} 3^{\prime}$ | 245.6358 | -2.71 |
| 25 | 250.5 | $199^{\circ} 3^{\prime}$ | $278{ }^{\circ}{ }^{\prime}$ | 244.3591 | -2.45 |
| 26 | 248 | $198{ }^{\circ} 36^{\prime}$ | $278{ }^{\circ}{ }^{\prime}$ | 243.7624 | -1.70 |
| 27 | 248 | $198^{\circ} 22.7^{\prime}$ | $278{ }^{\circ} 3^{\prime}$ | 242.8211 | -2.08 |
| 28 | 246 | $197{ }^{\circ} 57.4^{\prime}$ | $278{ }^{\circ} 3^{\prime}$ | 252.1124 | 2.48 |
| 29 | 244.5 | 197 ${ }^{\circ} 28.3^{\prime}$ | $278{ }^{\circ}{ }^{\prime}$ | 254.9368 | 4.26 |
| 30 | 242.5 | 197³.6 ${ }^{\prime}$ | $278{ }^{\circ} 3^{\prime}$ | 251.3225 | 3.63 |
| 31 | 240.5 | $196^{\circ} 27.4^{\prime}$ | $278{ }^{\circ}{ }^{\prime}$ | 247.8566 | 3.06 |
| 32 | 237.6 | $196^{\circ} 16^{\prime}$ | $278{ }^{\circ} 3^{\prime}$ | 222.4122 | -6.39 |
| 33 | 235.5 | $195^{\circ} 54.4{ }^{\prime}$ | $278{ }^{\circ} 3^{\prime}$ | 219.6255 | -6.74 |
| 34 | 233.5 | $195^{\circ} 28.3^{\prime}$ | $278{ }^{\circ} 2.4{ }^{\prime}$ | 221.8637 | -4.98 |
| 35 | 230 | $194{ }^{\circ} 59.4^{\prime}$ | $278{ }^{\circ} 2.5^{\prime}$ | 219.9683 | -4.36 |
| 36 | 228.5 | $194^{\circ} 39.5^{\prime}$ | $278{ }^{\circ} 2^{\prime}$ | 221.3597 | -3.12 |
| 37 | 225.5 | $194^{\circ} 25^{\prime}$ | $278{ }^{\circ}{ }^{\prime}$ | 218.7602 | -2.99 |
| 38 | 223.5 | $194^{\circ} 2.6^{\prime}$ | $277^{\circ} 58.6^{\prime}$ | 215.6621 | -3.50 |
| 39 | 221.5 | $193{ }^{\circ} 55^{\prime}$ | $277^{\circ} 58.5^{\prime}$ | 211.2106 | -4.64 |
| 40 | 218 | $193^{\circ} 25^{\prime}$ | $277^{\circ} 58.4^{\prime}$ | 208.3822 | -4.41 |
| 41 | 215 | $193{ }^{\circ} 13.5^{\prime}$ | $277^{\circ} 28^{\prime}$ | 203.992 | -5.12 |
| 42 | 212 | $192^{\circ} 34.8^{\prime}$ | $277^{\circ} 28^{\prime}$ | 221.0125 | 4.25 |

[^0]

Figure 6. Experiment image sequence B. (1), (3), ......(41), are frame numbers.
in practical passive ranging and the relative ranging error is less than $\pm 4 \%$ in most cases. We also demonstrated that the distance estimation would be in much simpler mathematical form for moving observer.
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