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ABSTRACT 

This paper reports about the reconshuction of cross-sections of composite structures. The convolution 
back projection (CBP) algor~thm hns been used to capture the attenuation field over the specimen. Five 
different test cases have been taken up for evaluation. These cases represent varying degrees of complexity. 
In addition, the role of filters on the nature of the reconstruction errors has also been discussed. Numerical 
results obtained in the study reveal that CBP algorithm is a useful tool for qualitative as well as quantitative 
assessment of composite regions encountered in engineering applications. 
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1 .  INTRODUCTION 

Composite materials are playing an 
increasingly crucial role in several industries. 
Continuous effort is being made to manufacture 
improved composites for specific applications. 
Non-destructive testing (NDT) using computerised 
tomography (CT) is an important methodology 
in routine inspection of material samples. 

With the advent of high resolution CT 
scanners, it is possible to image cross-section 
with a pixel s ize1 of 20 pm. Following 
Herman2, one can define tomography as image 
reconstruction from projections which is a process 
of producing an image of a two-dimensional 
distribution usually of some physical property 
from its path integral. Convolution back projection 
(CBP) and algebraic reconstruction technique 
(ART) are two types of algorithms by which 
tomographic inversion can be implemented. In 
the present work, the CBP has been chosen as the 
tomographic algorithm in view of its established 
convergence properties.The projection data constitutes 

the input for the CBP calculation. In experiments, 
it is calculated for the cross-section to be reconstructed 
using X-ray and y-ray sources. To gain experience 
with CBP, it is not necessary to conduct laboratory 
experiment. Instead, the projection data can be 
calculated mathematically for geometrically 
simulated specimens. The experience with CBP to 
non-destructive evaluation of various such specimens 
is reported in the present study. 

2 .  THEORETICAL BACKGROUND 
The computational and mathematical procedures 

underlying the data collection, image reconstruction 
and image display used in the CT are discussed 
here. 

2.1 Preliminary Studies 

Tomographic inversion using X-rays and y-rays 
is based on the attenuation of the radiation intensity 
as it passes through the solid material being tested. 
The number of photon counts after passing along 
a curve C in the material is given by 
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N = N, exp - ~ ( r , @ ) d l  I! 1 
where the integration is along the chord length of 
C, Nis the nurnhcr of photon counts after traversing 
the chord length, Nois the initial photon counts and 
p is the attenuation coefficient. Since p  depends 
on the material and the energy of the radiation, a 
distribution of p  is a direct indicator of the material 
composition of the component being studied. For 
the present study, the radiation source has been 
taken to be monoenergetic and the dependence of 
p on the material structure alone has been included. 
Equation (1) can be written as 

where p(s,O) is called the projection data 
for the tomographic algorithm. It is the integral 
of the function along the line specified by s and 0. 
Figure 1 explains the symbols r, +, s and 0. 

The aim of tomography is to reconstruct the 
function p(r,+) if a set of several values of p(s,O) 
measured along various chords (C) is given. The 
CBP algorithm has been used for this reconstruction. 
The pvalues can be suitably nonnalised to get the 
material density distribution. 

2.2 Data Collection Mode 

The image processing methodology requires 
attenuation data to be collected by an array of 
radiation detectors for the reconstruction of the 
function 1 (r,+). In the present study, the mode of 
collection is the parallel beam geometry, as shown 
in Fig. 1. This system consists of several pairs of 
radiation sources and radiation detectors, which 
can scan the object completely. SD (source-detector) 
pairs are spaced uniformly and'the object can be 
rotated to get the data for different vidws. The line 
SD represents the path of the data ;ay or the 
chord along which the functionp(s,0) can be found. 
The perpendicular distance from the centre of the 
object to the path of the ray is denoted by s. The 
object table is rotated to get several sets of p for 
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Figure 1. Data collection geometry for CBP-based CT scanner 

different values of q. Typical values of the number 
of rays and the number of projections used are 100 
and 100. The source-detector system is moved 
pixel by pixel, thus geherating a grid of 100 100 
over the physical region of interest. 

A second configuration used for data collection 
in applications is the fan beam geometry. It Comprises 
a single source and multiple detectors. It can be 
shown that the fan beam and the parallel beam 
have a one-to-one geometric relationship and the 
data recorded in one setup can be mapped to the 
other without ambiguity. 

2.3 Convolntion Back Projection Algorithm 

CT scanners were developed initially for medical 
imaging. They have been used in the material evaluation 
for the past 10 years. A detailed mathematical 
treatment on this subject is available2.'. For 
comvleteness. the salient mathematical features of 
the -CBP algorithm, developed originally by 
Ramachandran and Laxminarayanan4 are reported. 

Figure 1 shows the data collection geometry 
for a parallel beam CT scanner. The object function 
to be re'constructed is the attenuation coefficient 
p(r,+), and more generally identified by At-,+), to 
indicate other physical properties, such as density, 
void fraction and refractive index. The object is 
represented by a unit circle and one (of the many) 
data ray is represented by SD. The ray indices are 
s and 0, where s is the perpendicular distance of 
the ray from the object centre, and 0 is the angle 
of the source position (orobject rotation). CT data 
denoted by p(s,) is given by 
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be the highest frequency contained in j .  In general, 
to avoid aliasing artifacts, the choice, R, = li(2As) 
is recommended. Here, As is the spacing between 
the data rays. 

It has been shown by Munshis-', et al. that E, 
at a given point (r,$) in the object cross-section 
is given by: 

E , ( r A )  % k [ ~ " ( ~ ) l [ v ~ f  (r,$)l (13) 
where 

where V2fis the Laplacian off, and k is a constant 
depending on the data ray spacing. 

Equation (13), the first Kanpur theorem for 
errors in CBP is valid for objects having certain 
smoothness properties provided the data is perfect 
as per Eqn (3). The error E, represents the point- 
wise theoretical error in the reconstruction, and it 
is also obvious that the Laplacian off(r,$) has to 
exist for the predictions of the theorem to be valid. 
For points in the cross-section, where V" does 
not exist, the linearity between E, and W"(0) is 
disturbed. If V2fis zero or near zero, other errors 
will be more dominant. The Laplacian is zero for 
smooth regions of the objects, while it doesnot 
exist for rough edges1. 

For simulated objects, Elcan be calculated with 
reference to the original image. For real objects, 
the distribution is unknown, hence the error in 
reconstruction cannot be calculated directly. This 
fact motivates an indirect representation of error. 
It has been reported earlier that, for a given data 
set, sharpness can be used as an indicator of the 
error behaviour, arising due to the choice of the 
filter function. 

If the image consists of a single point, then the 
sharpness parameter is defined as the value of the 
reconstructed gray level at that point. For a general 
image, the sharpness parameter corresponds to 
NmaX, the maximum gray level (linear absorption 
coefficient) in the reconstruction. 

Table 1. Details of Hamming filters selected 

Filter B -- l'wf1(o) l 

3.  TEST CASES 
The following cross-sections have been taken 

up for the analysis: 

(a) Unit circle ( S l )  

(b) Circular cross-section with one hole at the geometric 
centre (S2) 

(c) Circular cross-section with four holes at the 
corners and a large hole at the centre (S3) 

(d) Circular cross-section with a crack (S4) 

(e) Circular cross-section with star-shaped object 
at the centre and small circular inserts (S5) 

With the cross-sections prescribed at each pixel 
of a predetermined grid, the projection data has 
been numerically calculated using Eqn (3).  
Tomographic inversion is then implemented using 
Eqn (5). In the present study, Hamming filters 
have been used in Eqn (7). They are given by 

Figure 2. Comparison of H54 and H99 filters 
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The details of the filter parameter are listed 
in Table 1 along with their second derivatives in_ 

the Fourier-space, W"(0). The plot of s versus 
q(s) for Hamming 54(smooth) and Hamming 99 
(sharp) filter is also given in Fig. 2. 

For the purpose of displaying the reconstructed 
image, the CT numbers are read from the CBP 
output file and appropriate gray levels assigned 
corresponding to it. Thus by generating pixels for 
each of the projection data at their position, the 
CT image can be graphically displayed. 

4. RESULTS & DISCUSSION 

The results obtained on tomographic re- 
- - 

construction have been presented. For each test 
case, a set of eight images have been included. 
These are: (i) original cross-section, (ii) a set of 
vertically stacked projections called the Sinogram, 
(iii) first projection at an angle 0 = 0' (0' radiograph), 
(iv) 50' projection at 0 = 90' (ninety degree radiograph), 
(v) reconstructed cross-section with the H54 filter, 
(vi) corresponding error image, (vii) reconstructed 
cross-section with the H99 filter, and (viii) corres- 
ponding error image. A quantitative assessment of 
the errors has also been presented. 

4.1 Reconstruction with Simulated Objects 

The simulated data derived from the five samples 
specified earlier have been used for reconstruction 

Figure 3(b). Sinogram of S1 with 100 projections vertically 
stacked. 

using the CBP algorithm. The reconstructed images 
and the error in the reconstructed images are shown 
in Figs (3) to (7). Reconstruction usin$ both the 
H54 and H99 filters have been shown. H99 being 
a sharp filter is able to show the small-scale features 
in a better way as compared to H54 filter which 
in turn is smooth. 

Examining the reconst'ructed image, one can 
conclude that CBP has recovered all the artifacts 
present in the samples and hence has been 
successful. The reconstructed gray level 
distribution is qmmetrical for symmetrical objects. 
i t  may b e  noted that the reconstructed images 

Figure 3(a). Test case S1 Figure 3(c). Radlograph of S1 for the 1"view 
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Figure 3(d). Radiograph of SI for the 50"riew Figure 3 ( g )  Reconstruction of SI with H99 lilter 

Figure 3(e). Reconstruction of S1 with ~ 5 4  filter Figure 3(h). Error in S1 with H99 filter 

Figure 3(f). Error in Sf with H54 filter Figure 4(a). Test case S2 
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Plgure 4(b). Sinogram of S2 with 100 projections vertically 
stacked. - 

Fieure 41H. Reconstruction of 91,with H54 filter 

Figure 4Cc). Radiograph of SZ for the levlew 

do not show a sharp change at the edges as m the 
case for actual objects. The edge effect 1s vls~ble 
but the density of the reconstructed sections of*  
s~mulated data is un~forrn at 4-6 pixel width 
away from the edges. From the vlewpolnt of 
object ~dentification, this level of accuracy is quite 
acceptable. 

4.2 Error Analysis 

Havlng reconstructed the image, it 1s Important 
to have some means of measuring the correctness 
(rel~ab~l~ty)  of reconstruction. In general, the error Figure 4(f). Error m S2 with H54 filter 
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Figure 4(g). Reconstructiou lof S2 with H99 filter 

Figure 4(h). Error in S2 with H99 filter Figure 5(c). Radiograph of S3 for the 1' view 

Figure 5(a). Test case S3 
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Figure 5(d). Radiograph of S3 for the SOth view 
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Fignre S(e). Reconstruction of S3 with H54 filter Figure 5(h). Error in S3 with H99 filter 

Figure 5(f). Error in S3 with H54 filter 

Figure 5(g). Reconstruction of S3 with H99 filter 
Figure 6(b). Sinogram of S4 with 100 projectiolls vertically 

stacked. 
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Figure 6(c). Radiograph of S4 for the la view Figure - 6(Q. Error in S4 with H54 filter 

Figure 6(e). Reconstruction of S4 with H54 filter 

Figure qg). Reconstruction of S4 with H99 filter 

Figure 6(h). Error in S4 with H99 filter 
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Figure 7(a). Test case S5 

7@). Sinogram of SS with 100 projections vertically 

Figure 7(9. Error iu SS with H54 filter 
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. 
Figure 7(h). Error in S5 with H99 filter 

consists of two components5. These are error in 
collecting the data and error infeconstruction algorithm. 
For simulated data, the first component of the error 
is absent and the error is entirely due to the second 
component. For simulated data, error has been 
calculated by comparing the actual values and 
reconstructron values of the absorption coefficient 
pixel-by-pixel. The error images are shown for all 
specimens with ~ 5 4  and H99 filters. The first 
Kanpur error theorem as given by Eqn (13) was 
also verified for all the specimens. Table 2 shows 
Nmax values for different simulated objects. 

For a given cross-sectional distribution Ar,+) 
the pointwise error in reconstruction is proportional 

Table 2. Summary dres ( tk  for simulated data for hamming 
filters 

Filter Specimens 

to the magnitude of W"(O), provided that the collected 
data are perfect, and the specimen character around 
the point given in question is such that Eqn (13) 
is valid6. Hence processing of a given data set by 
several filters results in a linear relationship between 
W"(0) and E,. The plots have been given in Figs 
8 and 9. Samples SI, S2 and S3 show wide variation 
from linearity. Since these samples are smooth, 
Vy van~shes for the major portion of the reglon 
and hence Eqn (13) no longer represents the total 
error in this case. Samples S3 and S4 show a good 
h e a r  fit*becausk for these samples VZf exlsts 
(Table 3). 

Table 3. Curve-fitting details 

Speumens Goodness of fibless Reference 
(Yo) 

SI 2.3540 Figure 8 
S2 2.0958 Figure 8 
S3 0.5251 Figure 9 
S4 2.4847 F~gure 9 

S5 0.8876 Figure 9 

5 .  CONCLUSIONS 
CBP has been used for non-destructive evaluation 

of composite specimens from their projection data. 
A class of Hamming filters with varying degrees 
of smoothness have been used as mathematical 
filters. The results obtained in the present work 
lead to the following conclusions: 

(a) It was possible to reconstruct quantitatively 
all the specimen cross-sections of varying complex~ty. 
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Figure 8. Maximum grey level (NmJ plot for test cases St 
and S2. 

(b) Sharper filters were seemed to capture smaller 
features in the cross-sections. They also seemed 
to produce noisier images. 

(c) Despite discontinuities in the attenuation field 
in all of the test cases, the reconstruction error 
followed the analytical error estimates 
developed for smooth distribution. 

(d) Error magnitudes in all cases were uniformly 
small. This points towards the suitability of 
CBP for quantitative assessment of specimen 
cross-sections. 
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