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ABSTRACT

Efficient task partitioning and scheduling on multicore processors are critical for optimizing performance and 
resource utilization in real-time systems. This paper explores a dynamic approach to task partitioning and scheduling, 
leveraging Intel Cache Allocation Technology (CAT) and pseudo-locking to enhance predictability and reduce inter-
core interference. By dynamically allocating cache resources to critical tasks, partitioning high-frequency tasks into 
a separate cluster and isolating them from contention, the system achieves improved schedulability. Additionally, an 
adaptive Earliest Deadline First (EDF) scheduling algorithm is introduced, which allocates the tasks to free cores 
in real time based on workload variations and resource availability. The proposed techniques are validated through 
typical applications in signal processing and other similar systems, where high throughput, low latency, and strict 
timing constraints are paramount. Experimental results of the Modified-EDF approach demonstrated a reduction 
of 4.6 % in Worst-Case Execution Time (WCET) compared to SCHED_FIFO and a decrease of 2.3 % in CPU 
utilization Similarly, it achieved a 4.2 % improvement in WCET over SCHED_RR and a 2.3 % improvement over 
SCHED_DEADLINE., highlighting its efficiency gains through deadline sensitivity and cache-awareness, thus 
making this approach highly suitable for safety-critical and high-performance computing environments.
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NOMENCLATURE
CLOS  : Classes of service
LLC  : Last-level cache
CAT  : Cache allocation technology
RTOS  : Real-time operating system
CBM  : Capacity bit mask
EDF  : Earliest deadline first
WCET  : Worst case execution time
MSR  : Memory specific register
OS  : Operating system
FFT  : Fast fourier transform

1. INTRODUCTION
Multicore Processors are used extensively for the 

implementation of real-time embedded systems for defence 
applications like radar, sonar, missiles, etc. With the advent 
of multicore processors, they are extensively used in systems 
where massive computation and better response with low 
power consumption are required1,3,9. A complex application 
is partitioned into smaller blocks by the developer to run on 
multiple cores but had synchronisation issues between the 
various cores to meet critical timelines of system2,4-5.

 Linux being open source is used in multicore processors as 
an Operating System(OS)6,8,11. The OS handles the scheduling 

of tasks depending on the scheduling policy selected by the 
application developer. To achieve the real-time characteristics 
of the system, the developer has to go through several iterations, 
which leaves a great burden on him. This paper discusses the 
issues and their solutions in the implementation of a complex 
real-time embedded system on multicore processors, a typical 
sonar signal processor is considered as a reference.

2. METHODOLOGY
A partitioned scheduling technique is developed for 

real-time embedded applications implemented on Multicore 
processors. The existing scheduler in Linux  is modified 
and Intel’s cache allocation technology is used for cache 
partitioning and locking.

2.1 Typical Multicore Architecture
In homogeneous multicore processors, multiple identical 

cores share common resources like memory, IO devices7,10,14,16, 
etc. Each core has a dedicated L1 instruction & data cache 
and L2 cache. But L3, the Last Level Cache (LLC) has a large 
capacity and is shared by the cores of the multicore processor. 
A typical multicore processor architecture is shown in Fig 1. 
The cores of the processor share common resources leading to 
contention which affects the processing Time leads to deadline 
misses, not tolerable in critical real-time systems like sonar and 
radar. 
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Application developers had to resort to an iterative 
approach to partition the tasks to cores, and this may lead to 
errors, resulting in situations where certain critical tasks may 
miss the deadlines and overall effect of deadline misses is the 
equipment failure. This paper discusses the issues and the 
solutions in the development of complex real-time systems on 
multicore processors in the Linux environment.

2.1.1 Multicore Utilisation (Ui)
Consider a multicore processor with N cores 

(M1,M2,M3,…..MN) and a task set consisting of m independent 
tasks (t1,t2,…..tm) of any real-time signal processor application 
software. Each task i is shown as a quadruple:
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where, Ci is the Worst-Case Execution Time, Di is the  deadline, 
Ti is the period and li is interference encountered by the task ti. 
Pioh is defined as the pre-emption overhead incurred by the ith  
task. Pre-emption occurs when a high-priority task as compared 
to the running tasks is ready for execution. Interference li is due 
to the read-write operations to the shared cache by co-running 
tasks; the effect of both interferences and pre-emptions is in 
the enhancement of Ci. The hyper period of any task set, H, is 
defined as the least common multiple (LCM) of the periods of 
all the periodic tasks of the task set: 1 
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Oi is the number of occurrences of the task ti in the hyper 

period H:
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Due to interferences by the read-write operations of co-

running tasks, the Ci of any task will be Ci+li. The interference 
li is different from one instance of the task to the next, as 
the co-running tasks on other cores will be different. With 
Interference,
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When task pre-emptions are allowed, the overhead due 
to pre-empting any task, cache evictions, and context switches 
result in an increase in execution time12. With task pre-emptions 
and interferences,
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With no pre-emptions or interferences from Linux tasks 
or other tasks, CPU utilisation is 
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The execution time of the task depends on the core 
operating frequency and the core architecture13. Estimation of 
li  and Pioh is a difficult problem due to its random nature, it 
depends on the multicore architecture, and hence the design of 
the signal processor system should take care of the effects of 
these unpredictable sources18,20.

A typical frequency domain beam former is shown in 
Fig. 2. The data samples from the M sensors are subjected 
to N point FFT. A typical submarine sonar will have arrays 
with thousands of sensors, and the data samples from all the 
sensors to be processed. The input data is normally received on 
high-speed interfaces like Ethernet. The processing hardware 
configuration of any sonar system should be capable of handling 
high-frequency interrupts and large-size data processing. The 
context diagram of a typical sonar signal processor is given in 
Fig 3.

Figure 1. Typical 4 core multicore architecture.
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Figure 2. Typical frequency domain beam former.

Figure 3. Context diagram of a typical sonar signal processor.

The tasks of sonar signal processor are categorised into 
three (1) Input task (2) output task processed data to display 
(3) Processing task (4) control task. The input data received 
by way of interrupts occur at regular intervals. The input task 
occurs at fast rates,  processing time is small.

For example, in an array with 5,000 sensors sampled at 
50 KHz, using a 24-bit sigma-delta ADC, the data size is 15 
KB in 20 microsec. The 15 KB of data will be received as 
Ethernet packets each with 1536 bytes, the data reception time 
of each Ethernet packet is approx. 12 microsec. for a Gigabit 
link. There will be approx.1000 occurrences (15 kb / 1536)) of 
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input task during the execution of any processing task shown 
in the signal processing system (Fig. 2). Every occurrence of 
input task will give rise to interferences and pre-emptions. So 
the execution time of the task Ci in the isolated condition is less 
than Ci in the actual condition,
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(7)

implies that the core utilisation Ui increases and will lead 
to deadline misses.

2.1.2 Grouping of Tasks Into Clusters
The characteristics of the tasks of any sonar signal 

processor are analysed, and classified into two clusters, one 
having low Ci  & Ti and the other having higher Ti. The input 
tasks and control tasks are assigned higher priority and have a 
higher frequency of occurrence. The input tasks in the example 
above, if assigned to the same core running processing tasks,  
will lead to a large no of pre-emptions and interferences to 
the processing tasks leading to increased execution time. The 
larger the execution time of any processing task, the higher 
will be the number of pre-emptions. Hence high frequency 
tasks may be grouped into one cluster and the processing tasks 
into another cluster.

2.1.3 Issues in Using Multicore Processors
The major issues in using a multicore processor with an 

operating system like Linux are (1) As Input tasks occur at fast 
rates of the order of a few micro-seconds, task pre-emptions 
of processing tasks will increase; disabling pre-emptions will 
lead to deadline misses of high-frequency tasks (2) Lack of 
efficient schedulers to meet the critical timelines of the real-
time signal processor.

The solution suggested in Fig. 4 divides the cores into 
two clusters, one to handle high frequency & high priority 
tasks like input tasks, control tasks and output tasks. The core 
affinity and task priority can be set in the application program. 
Another cluster is formed for processing tasks where a global 
scheduling policy may be adopted. 

Intel Xeon Board with the following specifications as given 
below in Table 1.

The main limitation of the SCHED_DEADLINE policy is 
due to the inaccurate run-time of the tasks fed into the application 
program. The run time is inaccurate as it is estimated when the 
task is run in isolation.  But when the task is running along with 
other tasks on different cores, the execution time is different 
from that estimated in isolation. In the modified scheduler, the 
worst-case estimation time of each task is measured online 
when all tasks/threads of the application program are running 
on all the cores of the multicore processor. In every instance of 
the task, if the measured execution time is higher, it replaces 
the existing value. After a few iterations worst-case execution 
time of all the tasks is obtained.

In the modified scheduler, a new task is assigned to any 
free core only after estimating the ratio of  and hyper-period 
(H) of all tasks already assigned to that core. The ratio is again 
estimated after including the Ci of the new task and the new 
task is assigned to that core only if the ratio is less than ONE. 
This ensures maximum utilisation of the cores and eliminates 
deadline misses. 

2.2.1 Cache Partitioning and Locking Implementation
Intel’s Cache Allocation Technology (CAT) is a resource 

management feature that provides fine-grained control over the 
last-level cache (LLC). It allows software to determine, limit 
the amount of cache allocated to specific threads, applications, 
virtual machines, or containers 15. This capability is especially 
useful in environments like data centre’s, where managing 
resource contention among multiple workloads is critical.

CAT operates by introducing Classes of Service (CLOS) 
and Capacity Bitmasks (CBMs), enabling flexible cache 
allocation. CLOS acts as a resource control tag, grouping 
threads or applications, while CBMs define how much cache 
can be allocated to a specific CLOS. This technology is realised 
by Model-Specific Registers (MSRs) and they are read/written 
by using ordinary CPU instructions such as CPUID.

2.2.2 Pseudo-Locking
Pseudo-locking in Intel Cache Allocation Technology 

(CAT) is a method applied to provide cache regions in 
the shared Last-Level Cache (LLC) for predictable and 
performance-critical applications. This reduces cache conflicts 
as workloads are grouped to a specific portion of the cache 
and predictability is also improved. The cache contention is 
reduced by giving higher priority to important workloads. 
Nevertheless, it does not imply changes at the hardware 
level, but it builds on existing CAT functionality. Unlike the 
dynamic nature of true locking, the cache partitions must be 
configured manually according to the workload. If the reserved 
cache region is under-utilised, it can lead to inefficient use of 

Figure 4. CPU clustering.

The scheduling policies available in Linux for real-time 
applications are SCHED_FIFO, SCHED_RR and SCHED_
DEADLINE. The SCHED_DEADLINE is generally not used 
due to its limitations in meeting deadlines. The developer has 
to feed the “runtime” of all tasks/threads and should have a 
good understanding of the processor architecture, cache 
configuration etc.

2.2 Modified SCHED_DEADLINE
An adaptive scheduler developed eliminates the limitations 

of the existing SCHED_DEADLINE policy. The scheduler 
and the task partitioning techniques were implemented on an 

Table 1. Intel xeon board specification

CPU Max 
freq. L1D L1I L2 L3 No. of 

Cores
Intel Xeon
D-1548@ 
2.0 GHz

2.3 
GHZ

32 KB 32 
KB

256 
KB

2 
MB 8
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LLC resources. Intel CAT allows partitioning of the LLC into 
regions using Capacity Bit Masks (CBMs). Pseudo-locking 
exploits this feature to “lock” specific regions of the cache for 
critical workloads.

2.2.3 Pseudo-locking-Working Principle
A specific region of the LLC is defined using CAT. 

Data are accessed by the application to load it into specified 
cache lines. Once the region is initialized, the application 
operates primarily out of the reserved region 17,19. Coherency 
transactions reduce cache misses and interferences from 
other applications thereby achieving high determinism. One 
additional feature of pseudo-locking is the ability to map out 
other workloads to prevent them from removing reserved data 
from the cache.

Memory-centric scheduling is a technique used in RTOS 
to enhance and manage memory operations of a memory-
centric scheduler. In this, each thread is partitioned between 
the memory-computation cycle and the execution cycle. 
Every time a thread executes an operation in the memory, it 
needs permission from the scheduler and is called memory 
prefetching. During the pre-fetch phase, it uses Intel’s Cache 
Allocation Technology (CAT) and the pseudo-locking concept, 
securing the memory region to a given thread. This also leads 
to private cache and helps to reduce cache conflict. In case 
multiple threads try to pre-fetch, the current thread trying to 
pre-fetch is forced to wait until the lock is given back by the 
other thread. After the memory pre-fetch phase is complete the 
thread moves into the compute phase and creates the lock. This 
process dramatically decreases the cases in which one thread 
has to contend for access to the cache with another one. The 
memory pre-fetch in combination with Intel’s pseudo-locking 
is explained in the algorithm 1 & 2 and the pseudo-code is 
given in Algorithm 1 & Algorithm 2 respectively.

Algorithm 1: for Memory Pre-fetch into Cache and 
Computation
Input:

• lock_table:  Table to track the lock status of memory 
regions.

• Queue:  Queue to hold threads waiting to access memory 
regions.

• thread_id: ID of threads requesting memory access.
• memory_region: Memory-region accessed by thread.

Output:
• Controlled access to memory regions for threads with pre-

fetching and computation phases.

Highlights:
• Global variables lock_table and queue maintain the lock 

status and manage threads waiting for memory access
• Memory-access requests are either granted or queued 

depending on the lock status of the requested memory 
region

• Thread releases lock after its computation phase, allowing 
the next waiting thread in the queue to gain access

• The memory prefetching phase ensures data is ready in 
the cache for computation.

Algorithm 1: Memory pre-fetch into cache and computation

Algorithm 2:  Kernel-based memory lock management with 
prefetching and computation

Algorithm 2: For Kernel-Based Memory Lock Management 
with Prefetching and Computation
Input:

• kernel_lock_table: Tracks lock status of memory regions.
• kernel_queue: Queue to manage threads waiting for 

memory-region access.



BALAKRISHNAN, et al.: PARTITIONED CACHE AWARE DYNAMIC SCHEDULING FOR REAL-TIME APPLICATIONS ON MULTICORE

267

• thread_id: Identifier for requesting thread.
• memory_region: Memory-region for which access is 

requested.

Output:
• Controlled access to shared memory regions for threads, 

including memory pre-fetching and computation phases.

Highlights:
• Mutual Exclusion: Use of kernel_lock ensures that the 

kernel_lock_table and kernel_queue are accessed safely 
in a concurrent environment

• Thread Management: Threads denied access are queued 
and put to sleep, minimizing memory contention

• Efficient Memory Access: Pre-fetching memory into 
cache before computation reduces latency

• Fairness: Threads in kernel_queue are processed in FIFO 
order, ensuring equal access to shared resources.

3. RESULTS
This section analyses the performance of various 

scheduling mechanisms, including SCHED_FIFO, SCHED_
RR, SCHED_DEADLINE, and Modified-EDF, based on 
metrics such as WCET (worst-case Case Execution Time), 
CPU utilisation, and adherence to deadlines. The target 
application selected for benchmarking was a typical signal 
processing application involving a mix of threads that are 
compute-intensive with memory-access operations. These 
threads represent typical real-time workloads with varying 
computational demands (Table 2).

principles, offers significant improvements as compared to 
the other two policies achieving better WCET, lower CPU 
utilisation and less deadline misses. The Modified-EDF 
enhances schedulability, prevents deadline misses, and reduces 
cache evictions by incorporating the pseudo-locking facility of 
Intel CAT for cache partitioning. In Modified-EDF execution 
time of tasks is constantly monitored to arrive at the worst-
case execution time and this value is used to decide the task 
allocation to free cores. This reduces the throttling time 
observed in EDF scheduling. Compared to SCHED_FIFO, the 
Modified-EDF approach reduces worst-case execution time 
(WCET) by approximately 4.6 % (from 1.803 to 1.72), lowers 
CPU utilization by around 2.3 % (from 38.961 % to 38.067 %). 
Against SCHED_RR, WCET improved by 4.2%, and against 
SCHED_DEADLINE it improved by 2.3 %.

5. CONCLUSIONS
This paper presented a comprehensive study on Task 

Partitioning and Scheduling of signal processing software 
on Multicore Processors for complex real-time defence-
related applications. The existing scheduling policies, viz, 
SCHED_FIFO, SCHED_RR, and SCHED_DEADLINE, 
were compared with Modified-EDF and their effectiveness in 
managing computationally intensive and memory-bound tasks, 
which are characteristic of complex real-time signal processing 
systems, were analysed. Modified-EDF, combined with Intel’s 
pseudo-locking features, demonstrated promising results, 
significantly reducing WCET and enhancing CPU utilisation 
while ensuring optimal task schedulability. The integration 
of cache partitioning and online estimation of execution time 
resulted in reducing resource contention, and improving 
schedulability, making Modified-EDF well-suited for high-
performance real-time defence applications where efficient 
resource utilization and strict deadlines are critical. The 
findings of this study highlight the importance of combining 
hardware-aware scheduling with adaptive task management to 
meet the demanding performance and reliability requirements 
of defence signal processing applications.
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