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ABSTRACT

The present communication describes a new generalised measure of useful directed divergence
based on m—1 probability distributions, and a probability distribution closest to these probability
distributions has been proposed. The technique has been applied in solving problems related to crops
production, export, and industries. Further, a generalised measure of useful information improvement
has been developed and its applications in the assessment of balanced military requirements for a
country, in ranking and pattern recognition, have been discussed.

NOMENCLATURE 1. INTRODUCTION
L. E, Events Consider a probability distribution
.. D, Probabilities of events
Uy Uyyeos U, Utilities of events P= o Piess 5 0 P> 0, przl}
i=|
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... P } FeRLEputy. asbanos together with a utility distribution U = (u, u,,...,
o e u ), where u, > 0 is the utility or importance of
u,v Utility distributions the /" event whose probability of occurrence is
a Parameter p. Belis and Guiasu' proposed a quantitative-
qualitative measure of information, called useful
A Constant information by Longo?, as
D Measure of useful directed divergence
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In this case, the estimated proportions are not
valid, since D [P*/(P, P,, P,); U] < 0. From these
illustrations, or otherwise, one can infer that

up <> mD[PK(P,P,,P)U]<>0
i 2 3

r=2 i=1

3. USEFUL INFORMATION IMPROVEMENT
MEASURES

LetA. =P =B, Doy B ) 212085 Ly 2 vy ¥
Zp‘. =11}, n2>1 be a set of all finite discrete

probability distributions. Theil'' defined a measure
of information given by

I (PIQIR) = ie IOg[;'—*] (17)
i=l i

where R=(r, r,,...,r,) € A, is the revised prediction
probability dlStI‘Ibu[iOIl of a set of n events £,
E,....,E whose original predicted probability distribution
was O =(4,,q,.-.-»4,) € A, and the revision is made
on the basis of observed probability distribution
P € A . The measure Eqn(17) is known as Theil’s
information improvement, and has been characterised
by various authors.

Let U = (u,, uy..., u); u, > 0, be a utility
distribution attached to the set of event, such that
u_is the importance or qualitative characteristic or
usefulness of an event E. Singh and Bhardwaj'
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defined and characterised the following weighted

information measure:
Zu p, log| -
=} "?J

I (p/Q/R; U) = n (18)
Z”i Pi

i=1

However, one can have situations where instead
of one revision, several revised utility distributions
may be available and an experimenter has to choose
one distribution from several revised utility distributions
or to have different experimenters (a finite number),
who are allowed to choose a suitable revision.

Let P, = (p,,, p,, > P,; ) be m probability
distributions, each of which has attached with it
an utility distribution U = (u,, u,,..., u,), where
u, > 0 is the utility or qualitative characteristic of
an event whose probability of occurrence is Py
However, in general u, is independent of p, .

Let P, be the true proportion vector which was
initially estimated as P , but due to new developments
it was revised to p,, p,,..., p, |, then m-2 useful
information improvement measures are:

LCPJIP PO, L(PYPAPS U),wis L(PJIP IP . 3 )

The average of these measures is given by

-1

Zu P logH
"2 zu Pi

im
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=
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> pa log;*

i=l im

= (19)
z”f Pi

where p: is the geometric mean of the i component
of P, P,,...., P, probability distributions. Thus
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3w, palog] 2/

Tj = e ™/ 4 logA
2“; Pi
1=l
=1 (P/P/P*; U) + log A (20)
where
4= p
i=l
and
pr=|BL B2 P 1)
A A A

It has a meaningful interpretation in terms of
improvement of useful information in revising the
estimate of P, from P _to P', where P is the
probability distribution closest to P,, P,,..., P

m-1"

4. APPLICATIONS

The measures proposed earlier may find various
applications. Some of these are:

(1) Let p; (i=12,.,n;,j=1,2,.., m) represents
the proportions of defence budget allocated to
i category of weapons system (say tanks, missiles,
fighter planes, etc.) by the j" country and u,
be the operational capability of a particular
weapon system. In general, u, is independent
of the country. So, P in Eqn (21) can be interpreted
as the appropriate choice, ie, the first country
should have the proportion of different categories
of weapon system closest to other countries.
If the quantity given by Eqn(20) is positive,
one can say that operational capability of the
country has improved by revising the estimate
of P, from P to P" and revision is advantageous.

(i1) One knows that the reliability plays an important
role with design and development of hardware
system [Kapur and Lamberson'’]. This is a
probability of a device to perform its purpose
adequately for an intended time (mission) under
given environmental condition. If reliability

factor is attached to mathematical model Eqn(20),
then one has proportions integrated with reliability
and utility:

Let ry (0 < ry S 1);i=12,.,nj=12,..,
m; is the reliability factor assigned to the i'" category
of weapon system by the ;" country. P, and u have
the same meaning as mentioned above in (i).

rfj P, if

Define P;= 5
Z”&Pff

i=1

=;j=12,....,m

and
0 =l 0y 9y )
then
i”s P:l logi‘;—
?=_ i=1 Pim

m-2 - -
Z U; Pi
i=l

where P, is the geometric mean of the i component
o T

2 m=1

distributions. Consequently

I=1,(F/P,/P"; U) + log 4

where

A= Zp," , so that

Thus P is a probability distribution of different
categories of weapon system coupled with reliability
and utility factors which is the closest to the given
proportions of categories of weapon system of other
countries. In this way, one can obtain proportions
of different categories of weapon system along
with reliability and utilities which at least a country
should have to meet the challenge of future battle.
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