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ABSTRACT

Securing the information is an important component in the computer network domain. Image information 
security is a vital part of the information security. The main process of image cryptography is traversing the image 
cryptosystem with high processing power, and efficiency. It is in terms of satisfying the cryptography requirements like 
confidentiality, integrity, and authenticity. A finite field-based image cryptography algorithm called TIEA (Three-tier 
Image Encryption Algorithm) is proposed in this paper. This algorithm deliberated Shannon’s principles of cryptography 
like confusion and diffusion techniques of the images based on the finite field values. This paper also designed the 
key stream generation pattern based on the crypto key length. Two subkeys are generated for the purpose of crypto 
key and the key generation process is used to enhance the permutation of the key. Various benchmark images were 
tested with this proposed algorithm and also with other existing algorithms. The performance result shows that the 
proposed algorithm TIEA could be a better candidate algorithm for image security in the network domain.
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1.  INTRODUCTION
In recent years the information security domain and image 

security has been a significant research topic. The images may 
be non-sensitive or very sensitive and healthcare also often 
transfers personal data1. These sensitive data may be prone 
to various attacks such as interception, fabrication, denial of 
service, and accessing data in an unauthorized manner. Thus, 
protecting the information during transmission is a vital process. 
Unlike the algorithms used to encrypt the text data, algorithms 
used to encrypt the image data require special features to 
satisfy the characteristics of image security processing. The 
existing algorithms like AES, DES, and various public key 
cryptography algorithms need to be combined with Cipher 
Block Chaining (CBC) to enhance the security level of image 
data2.

Encryption of the images is based on the speed of 
the algorithm processing. Thus the study of image-based 
encryption algorithms is more required than the algorithms 
with fast processing. In3 an elaborate survey was conducted 
on the classification of chaotic systems for image encryption 
algorithms. Numerous chaos-based algorithms were 
proposed4-9. A probabilistic symmetric encryption was 
proposed using a chaos scheme with suitable random bits in 
the insertion phase10. This method used 4 rounds of 2-staged 
diffusion which involves exclusive-OR operation. This method 
also increased the cipher text space and gave more resist to 
statistical attacks. 

A hyper-chaotic system was used to sum the pixels along 
with different summation processes11. The NPCR and UACI 
were observed. A pathological image encryption method12 used 
an external one-time keys method to validate the polynomial 
multiplication over a Galois field. The results were observed 
with look-up tables, avalanche effect, and encryption rounds. 

 Encrypting the image is a big exceptional task than 
encrypting the text data. The nearby pixel values in the image 
may have a high correlation and these values are used by the 
crypt analyzer to analyze the data easily. The generated cipher 
image must be very random, unpredictable and it should 
produce distributed histogram results and should satisfy all 
the statistical tests given by NIST13. A shuffling algorithm 
was proposed to leverage the pseudo-random sequences to 
enhance the performances of the initial S-Box and verify the 
image encryption scheme with various RGB color images14. 
Image encryption algorithm SIEA with lightweight processing 
methodology is shown in the paper 15. The encryption procedure 
should be very sensitive and the minor change in the original 
image should produce a major impact on the cipher image.

 In this paper, an encryption algorithm TIEA is proposed. 
This algorithm follows Shannon’s confusion, diffusion logic 
and finite field in number theory logic. The rest of the paper is 
designed as follows. The proposed algorithms and the process 
are highlighted in the section 2. Implementation and results 
are given in section 3. Performance analysis is discussed in 
section 4.

 
2.  PROPOSED ALGORITHM

In a network transmission, information security is a vital 
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process and the algorithm used to secure the data should satisfy 
the cryptography requirements such as confidentiality, integrity, 
and availability. It ensures the security of the image data using 
the proposed TIEA algorithm in this paper. This algorithm is a 
symmetric model and it has three phases such as key generation, 
encryption, and decryption. The finite field concept of number 
theory is used in this algorithm. Initially large prime number 
is chosen and the cipher key size is dynamically fixed based 
on the plain image row and column pixel size. Encryption and 
decryption processes are divided into three phases such as 
diffusion1, self-confusion, and diffusion 2. The flow diagram 
of the proposed algorithm is shown in Fig. 1 and the pseudo 
codes of the modules are given in algorithms 1-4.

2.1  Key Generation
Key generation plays an important role in cryptography. 

In this proposed algorithm two subkeys k1 and k2 are generated 
using the cipher key “K”. Subkeys are generated as a matrix 
K1(m,n) and K2(m,n) where m and n are the row and column size 
of plain image pixel values. The size of K is equal to (m × n). 
Figure 2 shows the flow diagram of the key generation module. 
Subkeys k1 and k2 are generated based on the following steps.
• Step 1: Enter cipher key “K” as a input. Choose the random 

large prime number P
• Step2: Find the factors of the number ‘r” where p-1 ≥ r ≥ 

3 and form a group for the numbers [i]=F r ={f 1 ,f 2 ,…f 
K } where i ≥ 1

• Step3: Subkey K1 matrix is formed with G[1] to G[m] as 
a row seed values (rs)and G[r+1] to G[r+c+1] as a column 
seed values(cs).

• Step4: Multiplicative inverse of the row seed value by 
column seed value is calculated if both rs and cs are 
relatively prime numbers K1(r,c)=(rs -1 mod cs) where 1≤ 
r≤ m and where 1≤ c≤ n

• Step5: If rs and cs are not relatively prime then both 
seed values are added and mod with the P value.  K1(r,c) 
=(rs+cs) mod P

• Step6: Subkey K2 matrix is formed with G[last] to 
G[last-m] as a row seed values (rs) and G[last-m-1] to 
G[last-m-1-n] as a column seed values(cs).

• Step7: Multiplicative inverse of the row seed value by 
column seed value is calculated if both rs and cs are 
relatively prime numbers. K2(r,c)=(rs -1 mod cs) where 
1≤ r≤ m and where 1≤ c≤ n 

• Step8: If rs and cs are not relatively prime then both 
seed values are added and mod with the P value. K2(r,c) 
=(rs+cs) mod P

• Step9: Find the position of the values in the cipher key “K” 
and place it in the subkey matrix “k1” to form a subkey k1 
matrix. K1(r,c)=K[K1(r,c)]

Figure 1. Flow diagram of the proposed algorithm.

Figure 2. Key generation module.
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• Step10: Find the position of the values in the cipher key 
“K” and place it in the subkey matrix “k2” to form a 
subkey k2 matrix. K2(r,c)=K[K2(r,c)]

Algorithm 1. Key generation

Begin 
i  p-1; k  1; m  row; n  Column;  
      r 0 ; c  0; j  0; 
     Whilei ≥ 4 do 
          Groupk  Factorp-i 
          k  k+1 
          i=i+1 
     End While 
     While r! = m AND c == n do 
         If GCD (Groupj, Groupm+j) ==1 
                 K1(r,c)  Groupj  MOD Groupm+j 

              Else 
                 K1(r,c)  (Groupj + Groupm+j) MOD P 
         Endif 
          j  j +1 
         c  c+1 
        If c==n AND r == m 
              c  
              r  r+1 
         Endif  
End While 
 
      r 0 ; c  0; j  1; 
     While r != m AND c == n do 
         If GCD (Groupk-j, Groupk-m-j ) ==1 
                 K2(r,c)  Groupk-1  MOD Groupk-m-1 

         Else 
                 K2(r,c)  (Groupk-1 + Group k-m-1 ) MOD p 
        Endif 
             j  j +1 
             c  c+1 
        If c==n AND r == m 
           c  
           r  r+1  
 Endif  
 End While 
 End 

2.2  Encryption
The second module is the encryption module. Plain image 

is encrypted with the subkey values K1 and K2 based on 
Shannon’s principal diffusion and confusion logic. Encryption 
process of proposed algorithm in divided in to three modules 
named as Key1 diffusion, Self-confusion and key2 diffusion. 
Plain image pixel values are process with K1 and K2 in 
diffusion modules and in self-confusion no key values are 
involved.

2.2.1 Key Diffusion 1
Flow diagram of diffusion1 module is given in the Fig. 3.

Algorithm 2. Diffusion 1

Begin 
      i ← 1; j ← 1; m ← row; n ← column 
While i ≤ m do 
    While j ≤  n do 
                If i==1 AND j==1 
                     If(K1(i,j) %2==0 AND PI (i,j) %2==0)OR(K1(i,j) %2==1 AND PI (i,j) %2==1) 
                             Diffusion1(i,j) ← K1(i,j) + PI (i,j) 
                     Else if(K1(i,j) mod 2==0 AND PI (i,j) %2==1) OR K1(i,j) %2==1)AND PI (i,j) 
                                %2==0)  
                             Diffusion1(i,j) ← K1(i,j) -PI (i,j) 
                     Endif 
                Elseif i==m AND j==n 
                       If(K1(i,j) % 2==0 AND PI (i,j) %2==0)  OR (K1(i,j) %2==1)AND PI (i,j)  
                            %2==1) 
                             Diffusion1(i,j) ← K1(i,j) -PI (i,j) 
                       Elseif(K1(i,j)  %2==0 AND PI (i,j) %2==1) OR K1(i,j) %2==1)AND PI (i,j) 
                             %2==0) 
                             Diffusion1(i,j) ← K1(i,j)  +PI (i,j) 
                       Endif 
                 Endif 
                 If(I %2 == 1)  
                       Diffusion1 = K1(i,j)  x PI (i,j) 
                 Elseif(i %2 == 0)  
                        Diffusion1 = K1(i,j)  x PI (i,j) 
                 Endif 
                  If (i==m AND j==n) 
                         FinalDiff1(i,j)  = Diffusion1(i,j)  x Diffusion1 (i+1,j+1)  
                  Elseif(i==m AND j!=n) 
                         FinalDiff1(i,j)  = Diffusion1(i,j)  x Diffusion1 (i-1,j+1)  
                   Elseif(i==m AND j==n) 
                         FinalDiff1(i,j)  = Diffusion1(i,j)  x Diffusion1 (i,j-1)  
                   Endif 
                   j=j+1 
           End while 
           i=i+1 
  End while 
End 

Figure 3. Flow diagram of Diffusion 1.
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2.2.2 Self-Confusion
Diffusion 1 processed to find the final matrix value which 

involves plain image matrix and K1 matrix. The output of the 
diffusion1 module is processed using confusion logic. Flow 
diagram of self-confusion module is shown in Fig. 4. The 
final matrix FD1(mxn) follows the following rules to convert 
the diffused final matrix into self-confused matrix SC(m,n). 
Number keys are involved in this module.

multiplying Modulo inverse matrix and Cipher image 
matrix CM(i,j) = (MD(i,j) × SC(i,j) ) mod 255.

Flow diagram of diffusion 2 is shown in Fig. 5.

Figure 4. Flow diagram of self-confusion module.

Algorithm 3. Self-Confusion

Begin 
i ← 1; j ← 1; m ← row; n ← column 
  g1←m/2; g2←n/2 
   While i ˂ m do 
         While j˂ n do 
               Finaldiff1(i,j) ← Finaldiff1(i+g1),(j+g2)    where 0 ˂ i ˂ g1 
                Finaldiff1(i,j) ← Finaldiff1(i-g1),(j+g2)    where g1 ˂ i ˂ g2 
               selfconfusion(i,j) ← Finaldiff1(i,j) 
          End While 
          j=j+1 
    End While 
    i=i+1 
End 

2.2.3 Key Diffusion 2
• Step 1: Self Confusion matrix value SC(mxn) is given as 

input
• Step 2: K2 matrix is converted from hexa to decimal values
• Step 3: Calculate the relative prime matrix RP(mxn) by 

following rules:
• Step 3.1: Find the list of relative prime numbers of the 

value K2(i,j) where  0<i<m+1
• and 0< j <n+1
• Step 3.2: Find the mean relative prime value from the list 

of relative prime numbers of K2(i,j) where  0<i<m+1  and  
0< j <n+1          

• Step 4: Find the modulo inverse matrix MD(m x n) using 
following equation      

• MD(i,j) = K2(i,j)-1 mod RP(i,j) where 0<i<m+1 and  0< j 
<n+1

• Step 5: Calculate the cipher image matric CM(mxn) 

Figure 5. Flow diagram of Diffusion 2.

Algorithm 4: Diffusion 2

Begin 
i ← 1; j ← 1; m ← row; n ← column;y ← 0 
While i ≤ m do 
    While j≤ n do 
           Rgy= K2(i,j) mod P 
           y ← y+1 
           Mean = ½ ∑ Rgx 
           RP(I,j) ← Mean 
           j=j+1 
     End while 
      i=i+1 
End while 
MD(I,j) ←KR(I,j) mod RP(I,j) where 0˂i ≤m, 0˂j ≤n 
CM(I,j) ←MD(I,j)  X SC(I,j) mod 255 where 0˂i ≤m, 0˂j ≤n 
End 

2.3  Decryption
The third module of this algorithm is the decryption 

process. Cipher image is decrypted with the subkey values K1 
and K2 based on Shannon’s principal diffusion and confusion 
logic. Decryption process of proposed algorithm in divided 
in to three modules named as Key2 diffusion, Self-confusion 
and key diffusion1. Cipher image pixel values are process with 
K1 and K2 in diffusion modules and in self-confusion no key 
values are involved.

2.3.1 Key Diffusion 2
• Step 1: Cipher image matrix value CM(4×4) is given as 

input
• Step 2: K2 matrix is converted from hex to decimal values
• Step 3: Calculate the relative prime matrix RP(4×4) by 

following rules:
• Step 3.1: Find the list of relative prime numbers of the 

value K2(i,j) where  0<i<m+1, and 0< j <n+1
• Step 3.2: Find the mean relative prime value from the list 
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of relative prime numbers of K2(i,j) where  0<i<m+1  and  
0< j <n+1          

• Step 4: Find the modulo inverse matrix MI(4×4) using 
following equation      
MD(i,j) = K2(i,j)-1 mod RP(i,j) where 0<i<m+1 and   

        0< j <n+1
• Step 5: Calculate the Self-Confusion matrix SC(i,j) using 

following Eqn.
SC(i,j) = MI(i,j)-1 × CM(i,j)

2.3.2 Self-Confusion
Diffusion 2 processed to find the self-confusion matrix 

SC(i,j)  which involves cipher image matrix and K2 matrix. The 
output of the diffusion2 module is processed using confusion 
logic. The SC matrix follows the following rules to convert the 
self-confusion matrix into final diffusion 1 matrix. No keys are 
involved in this module.

• Step 1: Self Confusion matrix SC(mxn) is divided based 
on the calculated value g1 and g2 Where the g1 = m/2 and 
g2   =n/2

• Step 2: Swap the values in SC matrix based on following 
rules:

       SC(i,j) =SC((i+g1)(j+g2)) where 0<i<g1
       SC(i,j) =SC((i-g1)(j+g2)) where g1<i< g2
• Step 3: FD1(i,j)=SC(i,j)

2.3.3 Key Diffusion 1
• Step 1: Diffusion1 final matrix FD1(m × n) is calculated 

using following rules:
• Step 1.1: D1(i,j) = FD1(i,j) × FD1((i+1)(j+1))-1 where i=m 

and j =n
• Step 1.2:  D1(i,j) = FD1(i,j) × FD1((i-1)(j+1))-1 where i=m 

and j !=n
• Step 1.3: D1(i,j) = FD1(i,j) × FD1((i)(j-1)) -1 where i!=m 

and j =n
• Step 2: Diffusion1 matrix D1(mxn) is calculated based on 

following rules
• Step 2.1: if K1(i,j) mod 2 =0 AND D1(i,j) mod 2 = 0 OR 

K1(i,j) mod 2 =1 AND  Pt(i,j) mod 
       2 = 1, Pt(i,j)  =    D1(i,j) - K1(i,j) + where i = 1 and j = 1
• Step 2.2: if K1(i,j) mod 2 =0 AND  D1(i,j) mod 2 = 1OR 

K1(i,j) mod 2 =1 AND  Pt(i,j) mod 
       2 =0, Pt(i,j) =    D1(i,j) + K1(i,j)  where i = 1 and j = 1
• Step2.3: if K1(i,j) mod 2 =0 AND  D1(i,j) mod 2 = 0 OR 

K1(i,j) mod 2 =1 AND  Pt(i,j) mod 
       2 = 1, Pt(i,j) =D1(i,j) + K1(i,j)  where i =m and j = n
• Step 2.4: if K1(i,j) mod 2 =0 AND  Pt(i,j) mod 2 = 1OR 

K1(i,j) mod 2 =1 AND  Pt(i,j) mod 2 =0  Pt(i,j) = D1(i,j) - 
K1(i,j) where i =m and j = n

• Step 2.5: ifi mod 2 =1 Pt(i,j)  = D1(i,j) ×  K1(i,j)-1 where 
1<i<m and 1<j<n

• Step 2.6: if i mod 2 =0  Pt(i,j) = (D1(i,j) × 2-I) * K1(i,j)-1 

where 1<i<m and 1<j<n

3.  IMPLEMENTATION AND EXPERIMENTAL 
RESULTS
The proposed TIEA algorithm modules are implemented 

Figure 6.  Color image vegetables;  (a) Original image; (b) 
Encryption image; and (c) Decryption image.

Figure 7. Dollar image; (a) Original image; (b) Encryption 
image; and (c) Decryption image.

Figure 8.  CT image Harns; (a) Original image; (b) Encryption 
image; and (c) Decryption image.

(a) (b)

(c)

(a) (b)

(c)

(a) (b)

(c)
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on MATLAB 2019b software with core i3, 2GB graphics 
card, and 8 GB RAM. Three bench mark images are taken 
from the MATLAB database of different scales such as gray, 
RGB color and medical image Harns Computed Tomography  
(CT)18-20 involved in the testing process of the algorithm. 
Different dimension images are used to check the scalability 
of the algorithm. Figure 6 to Fig. 8 shows the plain image and 
cipher image of bench mark data.

4.  PERFORMANCE ANALYSIS
To verify and prove the achievement ability and the 

security level of the proposed TIEA algorithm numerous 

Figure 9.  Color image vegetables; (a) Original image; (b) 
Encryption 1; (c) Encryption 2; and (d) Difference 
between 12a and 12b.

(c) (d)

(a) (b) (a) (b)

(c) (d)
Figure 11. Dollar image; (a) Plain image; (b) Encryption 1; (c) 

Encryption 2; and (d) Difference between 14b and 14c.

(a) (b)

(c) (d)
Figure 10. Color image Vegetables; (a) Decryption with the 

correct key; (b) Decryption with a 2-bit modified 
Key; (c) Decryption with a 4-bit modified Key; and 
(d) Decryption with 8-bit modified Key.

Figure 12. Dollar image; (a) Decryption with the correct key; (b) 
Decryption with a 2-bit modified key; (c) Decryption 
with a 4-bit modified key; and (d) Decryption with 
an 8-bit modified key.

(a) (b)

(c) (d)

trails have been processed to validate the qualitative and 
quantitative measures. The proposed algorithm is resistant to 
the exhaustive search analyze and it strictly follows diffusion 
and confusion technique. Existing DES algorithm key size 
is 56 bit and AES key size is 128 bits fixed. Compare with 
these existing algorithms the TIEA algorithm key size is 
dynamic in nature based on the image pixel size. Proposed 
TIEA algorithm was compared with the standard algorithms  
AES16 and holomorphic encryption17. Numerous procedures 
are followed to perform the analyzation of the algorithms 
such as Differential analysis, Correlation analysis, Histogram 
analysis, key sensitivity analysis19 and the results and cipher 
outputs shows the randomness of the encrypted images.
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(a) (b)

(c) (d)
Figure 13. CT image Harns; (a) Plain image; (b) Encryption 

1; (c) Encryption 2; and (d) Difference between 16b 
and 16c.

Figure 14. CT image Harns; (a) Decryption with the correct key; 
(b) Decryption with a 2-bit modified key; (c) Decryption 
with a 4-bit modified key; and (d) Decryption with 
8-bit modified key.

(a) (b)

(c) (d)

4.1  Key Sensitivity Analysis
The key sensitivity analysis is the vital procedure to 

validate the proposed algorithm in terms of the randomness 
of the results with respect to the key and the avalanche effect 
of the algorithm. Various scale images are considered to test 
and perform key analyzation. Cipher key is slightly modified 
and the sub keys K1 and K2 are generated to test the cipher 

image randomness. The figure 9-14 Shows and prove that the 
proposed algorithm provides the random outputs and there is 
no similarity between the cipher images. For each and every 
different key the random cipher image is generated. Hence it 
is proved that the proposed TIEA algorithm performs well in 
terms of key sensitivity and provides the adequate security to 
the image data while transmission.  

4.2  Histogram Analysis
Plain images and encrypted images are differentiated with 

the pixel values. The pixel value positions of these images 
are examined and verified using the histogram analysis. Pixel 
values of the original image are in non-uniform and random 
positions in histograms20. To overcome the statistical attack 
the position of pixel values in cipher image is very important. 
Image balancing and placing the pixels in distributed and 
decentralized manner is essential to prove the randomness of 
the pixel positions. The pixel values are uniformly distributed 
in the histogram analysis diagram shown in Fig. 15- Fig. 17.

Figure 15. Histogram; (a) Vegetables plain image; (b) Encryption 
1; and (c) Encryption 2.

(a)

(b)

(c)
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Figure 16. Histogram; (a) Dollar plain image; (b) Encryption 
1; and (c) Encryption 2.

(a)

(b)

(c)
Figure 17. Histogram; (a) Harns plain image; (b) Encryption 

1; and (c) Encryption 2.

(a)

(b)

(c)

4.3  Correlation of Adjacent Pixels
The plain image pixel values have the high and close 

correlation with the neighboring pixel values. These high 
correlation increases the chances of statistical attack by the 
analyst. Hence the encryption process focuses on reducing 
the correlation values among the neighboring pixel values in 
the encrypted image to reduce the possibilities of the attacks.  
Eqn. 1 shows the correlation coefficient values of the encrypted 
image.

1

2
1

1

1( )

1( ) ( ( ))

1( , ) ( ( )) ( ( ))

n
ll

n
ll

n
l ll

ek i i
n

dk i i ek i
n

c i j i ek i j ek j
n

=

=

=

=

= −

= − − −

∑

∑

∑
                           

(1)

Gray measurements of two nearby pixels are denoted by 
i and j values. Figure 18 - Fig. 24, shows the outputs of the 
correlation values of the plain and cipher images with respect 
to the coefficient values of Horizontal (H), Diagonal (D) and 
vertical (V). The output figures shows that the correlation 
values are decreased in the cipher images compared with the 
plain images. The correlation analysis output shown is shown 
in the Table 1.

Figure 18. Vegetables plain Image; (a) H_Correlation; (b) 
V_Correlation; and (c) D_Correlation.

(a) (b)

(c)
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(a) (b)

(c)
Figure 19. Vegetables cipher Image; (a) H_Correlation; (b) 

V_Correlation; and (c)  D_Correlation.

(a) (b)

Figure 20. Vegetables cipher image 2; (a) H_Correlation; (b) 
V_Correlation; and (c) D_Correlation.

(c)

(a) (b)

(c)
Figure 21. Dollar plain image; (a) H_Correlation; (b) V_

Correlation; and (c) D_Correlation.

Figure 22. Dollar cipher image 1; (a) H_Correlation; (b) V_
Correlation; and (c) D_Correlation.

(a) (b)

(c)
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4.4  Information Entropy Analysis
The qualitative measures the cipher image randomness. 

The information entropy is used to find the randomness of the 
encrypted image. Eqn. 2 shows the formula used to calculate 
the information entropy value.

2 1

0

1( ) ( ) log
n

x li
i

IE r l r
r

−

=
= ∑

                                              
(2)

The images have 8 as an entropy value. Table 2 shows 
the information entropy values of the encrypted images. The 
values of the cipher images are close to their plain image 
entropy values that show the pixel loss of the cipher image is 
reduced and the Table 3 shows the efficiency of the proposed 
algorithm with respect to the information entropy.

                                                              
4.5  Differential Attack Analysis

The efficient cryptography algorithms have the features 
that the cipher images pixel values are sensitive to the plain 

(a) (b) (c)
Figure 23. Dollar cipher image 2; (a) H_Correlation; (b) V_Correlation; and (c) D_Correlation.

(a) (b) (c)
Figure 24. Harns plain image; (a) H_Correlation; (b) V_Correlation; and (c) D_Correlation.

Table 1. Results of correlation analysis

Image Vegetables (512 x 512)
color image

Dollar (1024 x 1024)
gray scale image

Harns (220 x 275)
CT image

Plain Cipher 1 Cipher 2 Plain Cipher 1 Cipher 2 Plain Cipher 1 Cipher 2
Horizontal 0.9922 0.0510 0.2486 0.9752 -0.0056 -0.0292 0.8997 -0.0324 -0.0088
Vertical 0.9906 0.1166 0.2465 0.9716 0.0202 -0.0213 0.9078 -0.0096 -0.0023
Diagonal 0.9819 0.0763 0.4672 0.9571 0.0468 0.0165 0.8338 -0.0191 -0.0199

Table 2. Information entropy

Image Information entropy
Vegetables_Original 7.37
Vegetables_Encryption1 7.73
Vegetables_Encryption2 7.74
Dollar_Original 6.33
Dollar_Encryption1 5.66
Dollar_Encryption2 5.68
Harns_ Original 6.27
Harns_Encryption1 5.59

images. Minor changes in the plain images must make the major 
changes in the cipher images in the efficient algorithm. The 
Unified Average Change Intensity (UACI) and Pixel Change 
Rate (NPCR) are the two parameters used in the differential 
analysis to identify and prove the efficiency of the proposed 
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algorithm. The experimental results show that the proposed 
algorithm is performing well with various dimensions of 
images. The cipher key is given by the sender with dynamic 
size and the subkeys K1 and K2 are generated with fixed size 
which helps the encryption process to become lightweight. 
The complexity of the proposed algorithm is O(n2). The 
performance analysis shows the benefits of the proposed TIEA 
algorithm. Even though it is proposed for image encryption 
still the text data can be used by the sender to send the data 
securely.
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