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ABSTRACT

Scan chain-based attacks are side-channel attacks focusing on one of the most significant features of hardware test circuitry. A technique called Design for Testability (DfT) involves integrating certain testability components into a hardware design. However, this creates a side channel for cryptanalysis, providing crypto devices vulnerable to scan-based attacks. Advanced Encryption Standard (AES) has been proven as the most powerful and secure symmetric encryption algorithm announced by USA Government and it outperforms all other existing cryptographic algorithms. Furthermore, the on-chip implementation of private key algorithms like AES has faced scan-based side-channel attacks. With the aim of protecting the data for secure communication, a new hybrid pipelined AES algorithm with enhanced security features is implemented. This paper proposes testing an AES core with unpredictable response compaction and bit level-masking throughout the scan chain process. A bit-level scan flipflop focused on masking as a scan protection solution for secure testing. The experimental results show that the best security is provided by the randomized addition of masked scan flipflop through the scan chain and also provides minimal design difficulty and power expansion overhead with some negligible delay measures. Thus, the proposed technique outperforms the state-of-the-art LUT-based S-box and the composite sub-byte transformation model regarding throughput rate 2 times and 15 times respectively. And security measured in the avalanche effect for the sub-pipelined model has been increased up to 95 per cent with reduced computational complexity. Also, the proposed sub-pipelined S-box utilizing a composite field arithmetic scheme achieves 7 per cent area effectiveness and 2.5 times the hardware complexity compared to the LUT-based model.

Keywords: Advanced Encryption Standard (AES); Scan chain; Side channel attack; S-box; Scan Flip-Flop (SFF); Bit masking; Logic BIST (Built-in Self Test)

1. INTRODUCTION

Increased advancements in electronic Integrated Circuit (IC) technology have resulted in billions of transistors per square inch of silicon. When such a complex design is tested for its functionality, the testing process becomes laborious and expensive. In particular, for IC circuits in high-speed applications, the conventional testing process becomes ineffective and requires sophisticated test equipment. The concept of “Built-in Self Test” (BIST) is the hardware or software to test the functionality of the circuit built inside the chip1-2. Hardware-based crypto-chip designs are more popular and have evolved a lot. Advanced Encryption Standard (AES) is the most frequently deployed method of security, and it finds use in many applications, namely communication, IoT, blockchain, etc. Hardware-based crypto chips (AES) are also attempted by VLSI design. For authenticated key production and memory staging, the hardware design of AES in3-4 employs a Look-Up Table (LUT) and unique key-based countermeasures5. describes a LUT-based AES design that reduces computation time for a key generation while using less power. AES encryption algorithms need to be more consistent with high-end applications due to their highly complicated key generation process as well as susceptibility to side-channel attacks, resulting in poor performance and substantial...
complexity overhead. The complex AES chip testability can be addressed using the mixed-mode BIST technique\(^\text{1-7}\).

Side channel is one of the most prevalent attacks on crypto chip and it captures the physical effect while the chip is in function, making it easy to detect the information from it. A literature review\(^\text{8}\) identifies the design aspect of AES crypto engines and provides a semiconductor mask for AES,\(^\text{9}\) while identifying the design aspect of high-performance cryptographically secure processors. Pseudo-random number generators are created for high-performance Random Number Generator (RNG). Existing standards were used to create requirements for accelerator design, and a new digital technology accelerator for random numbers was created\(^\text{10}\) to design an effective anomaly-based semi-supervised model to detect encryption at runtime. Testing is an additional critical feature for the security chip, since an undetected defect during the testing procedure may prompt an exploitable security blemish. Testing a high-speed crypto chip design for its function while protecting it from attacks is necessary. Therefore, if any appropriate consideration is taken to upgrade the testability, this will decrease the security\(^\text{11-12}\).

One feasible and low-cost method of testing such a crypto chip is to include a unique piece of hardware to test its functionality and provide security. Such design for testability is referred to as Design for Testability (DfT)\(^\text{13}\). It is seen in the literature that most of the crypto chip design employs a scan to test for its functionality, which is otherwise known as “fault coverage.” The scan test method provides high fault coverage\(^\text{14-15}\). In this method, while the chip runs in functional mode (logic is connected to the externally visible pins), it does not support mode-switching requests\(^\text{16}\), which are nothing more than switching from test mode to functional mode. There is a possibility of retrieving the secret key in an existing scan attack in functional mode as well as in testing mode. When switching between modes, use the reset option to stop retrieving the secret key. The work\(^\text{17}\) investigated the strength of a differential-based side channel to recover a secret key. The scan-oriented attack utilises the scan-based architecture as a doorway to permit attackers to decrypt a cryptographic core. The scan chain also promotes chip testing, allowing the test engineers to access the circuit design’s internal state, leading to an attack on the cryptographic chip. In order to avoid this, a public partial scan design is implemented to provide both testability and security. A modified scan structure for a secure and scalable technique for all types of attacks were introduced\(^\text{18-19}\).

Similarly, many researchers employed DfT techniques in the chip testing domain and were among its implementation. Scan chain-based techniques are the most popular. BIST also employs a scan chain-based design, as it is the simplest way to set every flip-flop and observe every flip-flop in the crypto chip. The literature\(^\text{20}\) found that most crypto chip designs employ scan-based testing for cryptographic functionality.

Test patterns are the unique input combinations that test the design for its functional verification. These test vectors should have good observability and controllability. Controllability refers to the ability to set a particular value at each node in a circuit by setting a value at the circuit input and observability is being able to detect the circuit’s status at any time while undergoing testing. From the security point of view, an intruder can shuffle these test vectors, thereby altering the observability and controllability of the design. There have been few works published on hardware crypto core design methods, and the DfT method\(^\text{21}\) exists, which offers reduced test cost and IC functionality.

This study relates the DfT scan design approach used for AES crypto-core design while testing in BIST. When it comes to crypto cores, the BIST can act as a loophole for attacks, so in order to overcome this, a scan chain design with enabled bit-level masking is proposed. An important measure for assessing the strength of the hard-core cryptographic design is the Avalanche Effect (AE). A good algorithm is one with a high AE value. AES is referred to as a property of an algorithm that allows a slight input change (for example, flipping a bit) to result in a significant change in output (more than half of the bit flip). In order to use the positive features of classical cryptography, like bit scrambling, which is combined with a modern cryptographic algorithm that uses keys\(^\text{22}\), and to predict the level of encryption, the best S-box size can be predicted using the Avalanche Effect\(^\text{23}\). To improve the throughput of the AES encryption algorithm, a pipelining method is incorporated by dividing the blocks of the circuit\(^\text{24-25}\).

A literature review suggests that two domains, security, and testing, can be integrated into the design. As a result, the effort is coordinated to bring novelty to the testing and a hardware resist design to reflect a security enhancement against hardware attacks, with simulation testing the circuit’s functionality for its targeted functions. The salient contribution of this work is:

- **S-box design**: A byte substitution block in the AES method, and additional security is provided in the testing phase of the circuit.

- **A simple scan architecture with randomized mask test pattern generation enhances the performance of the S-box architectural design for better acceleration and throughput**.

The paper is organised as follows: Section 2 gives a brief theory of AES and BIST architecture design. Section 3 provides detailed information about the proposed scan-based testing methods and section 4 and 5 provides S-box implementation methods and AES security enhancements schemes. Experimental results and discussions in section 6 and section 7 conclude the work.

2. PRELIMINARY DETAILS

This section provides a brief review of the AES and structure testing methods. AES is the most likely and extensively used symmetric encryption method. It is a block cipher and encrypts the data in blocks of 128 bits with each key size of 128/192 or 256 bits as input called “plain text” and outputs 128 bits as encrypted data called “cipher text.” AES’s main operation is based on substitution and permutation, which means that output data is obtained through a series of linked operations of replacing and shuffling input data. The number of iterations/rounds required depends on the input length; for example, 128 bits require 10 rounds, 192 bits require 12 rounds, and 256 bits require 14 rounds to convert a plain text to...
cipher text. Each cycle involves a number of processing stages, one of which is based on the encryption key itself. The sub-byte substitution is considered a prime part of the algorithm, where an enhancement in security is provided by our proposal, as indicated in Fig. 1.
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Figure 1: Proposal for enhanced S-box security.

AES when implemented in hardware as a crypto chip, is vulnerable to attacks. During manufacturing, the crypto chip IC has to be tested for its correctness and functionality. During testing, there is a possibility of a hardware attack. In IC testing, Built-in self test is an additional logic design that periodically tests the operation of the crypto chip. There are two types of BIST methods, one is based on memory and known as MBIST, which generates patterns in the memory and reads them to log any defects. The second one is Logic BIST (LBIST), which is based on the generation of pseudo-random patterns that are applied to the internal scan chains. Scan chain represents a Flip Flop (FF) arrangement known as Scan FF (SFF). Testing of an IC is done in an easier way by providing a test pattern that sets the FF in the scan chain and observes its output for functional verification. Three components make up the basic BIST architecture. Figure 2(a) depicts the on-chip BIST architecture, which has a (i) BIST (Built-in Self Test) controller (ii) Test Pattern Generator (TPG) and (iii) Output Response Analyser (ORA).

The test pattern generator generates the patterns required to check the faults in the Circuit Under Test (CUT) and propagate the results to ORA. The standard Linear Feedback Shift Register (LFSR) generates the pseudo-random patterns, which are test vectors. A Scan Flip Flop (SFF) is the fundamental component of the scan chain and the structure of the SFF is shown in Fig. 2(b).

A 2x1 multiplexer is added to the input of a D flip-flop to create a scan flip-flop. When SE equals zero, one of the MUX’s inputs acts as the functional input D; when SE is equal to one, it serves as the Scan-In (SI) input. The MUX can be controlled by a selection bit named Scan Enable (SE). The Scan Enable (SE) decides whether D input or scan input from the Test Pattern Generator (TPG) is applied to the Scan FF.
Generator (TPG) reaches the output of FF at the active clock edge. A scan chain was created by connecting the scan SFFs. The design, or CUT, is active while the SE signal is active; the scan chain functions as a shift register. The first FF serves as the link for the scan input, while the last SFF serves as the link for the scan output. There are three steps to how a CUT operates normally and during the testing phase is given as:

- **Scan In (SI):** To load the test pattern and the design in test timing mode
- **Capture:** The response of the CUT for the loaded test pattern will be captured as its response to the design is kept in timing mode.
- **Scan Out (SO):** The response captured is unloaded, and the design is returned to test timing mode.

As a result, all combinational logic in the FF is skipped when SI is fed into the SFF. The scan chain serves as the shift register since the test pattern flows from SI to SO and vice versa for the next FF. Test patterns are serially entered starting from the SI of the first FF in the scan chain, shifting to the next FF at the active clock edge. \((n-1)\) clock cycles are required, where \(n\) is the total number of FF scans in the scan chain.

### 3. DESIGN PROPOSAL FOR IMPROVED SECURITY AND TESTING OF S-BOX

From Section 2, it is inferred that there is a hardware implementation of the S-box; during testing, the attackers can tap the secret information by targeting the scan out of the scan chain design. The proposal targets a simple scan chain design approach, of AES S-box system design imparting additional security and its performances are measured.

#### 3.1 Substitution Bytes Transformation Model

The pre-calculated values create designs for LUT-based sub-byte conversion and its inverse. It maintains the values in a ROM-based lookup table, making it one of the most popular S-boxes for Sub byte operations. The 256 data are pre-calculated and stored in specific memory components within the Look Up Table-based S-box architecture, conveniently accessible across the address bus. This memory element-based method, however, has a large route delay overhead since read operations require time to reach. The cost of developing an S-box using memory elements is substantial, and it also uses much power. The limitations of LUT-based S-box
implementations can be solved with combinational logic, considerably reducing complexity. To increase the operating frequency, a dynamic composite field-based strategy can also be pipelined. By computing the multiplicative inverse in the Galois field (2^8) and then executing an affine transformation, the S-box transformation is generated.

3.2 Methodology to Design a Scan Chain Cell

Conventional scan flip flops become a significant security risk once cryptographic digital systems are constructed utilising the BIST. Hence, the flip flops in the design are to be modified as SFF (Scan Flip Flop) in order to be put into a scan chain. AES is formed once BIST is triggered utilizing SFFs. To improve the secured scan FF design, in contrast to the SFF converter, comprises two operations: a bit inverter as well as an XOR gate. Bit masking is also done randomly, with no consideration for the AES core design. The scan input enters the scan flipflop for the outer layer, masking is done for all the 128 bits then only 100 per cent transformation of bits can be achieved for inner layer masking even if one-bit change can achieve maximum transformation at the output. Once the input enters the MFF (Masked Flip Flop) the bits are XOR-ed i.e., the bits are masked and then the masked bits enter the consecutive flipflop and finally, the scan out delivers the ciphered and masked output which is shown in Fig. 3. In order to enhance the security, the existing method used outer layer masking of the scan chain to achieve the bits transformation. However, the proposed method uses inner layer masking to achieve more transformation of bits to enhance security with reduced device utilisation and complexity. The evaluation metrics for the cipher output using the parameter avalanche effect, the number of bits transformed at the output after masking is calculated.

As mentioned, hardware crypto chips are prone to hardware attacks during testing. By noticing power dissipation for a period of time, it is possible to hack the information, which can be called a “power analysis attack.” Therefore, the Circuit Under Test (CUT) is based on an estimate of power dissipation, so it is possible to get the information, i.e., the byte that is substituted for the 16-bit input, during testing. Figure 4 depicts the proposed scan chain design’s detailed architectural view.

This proposed scan cell design modification provides test pattern randomization in the scan cell. In this case, the input text (icandothatanyway) is decomposed into 128-bit macroblocks as windowing lengths, and all four different AES transformations are applied in different orders to generate the final end-cipher text (i → ndoUnat Ė Ā Ė Ġ).

Algorithm: Modified scan operation for data propagation to avoid scan-based attacks

<table>
<thead>
<tr>
<th>Input</th>
<th>T (message block with windowing length 128 bit)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output</td>
<td>cipher text</td>
</tr>
</tbody>
</table>

Step 1: Set AES transformation level, cipher key (K) and scan cell insertion/Initialization value
Step 2: Isolate scan FF inside S box transformation and replaced with secured mask FF

Step 3: Compute cipher key generation
\(CK=\{sbox (K[1]), sbox (K[2]), sbox (K[3]), sbox (K[4])\}\)

Step 4: Divide input text into non-overlapping windows as follows:
for i=1: round
for j=1:4
\(E_s(j) = (T(j)\ll j);\) // Shift rows
\(E_{mc}(j) = Mix_Column (E_s(j));\) // mix column
\(E_{sb}(j) = S-box (E_{mc}(j));\) // sub byte transformation
\(E_{db}(j) = E_d(j)\oplus E_{db}(j);\) // key based transformation
end
end
Set scan mode for scan FF
Set boundary cells for boundary preservations
Set cipher key preservations

Step 5: Apply the test pattern generation model.

The proposed BIST crypto model consists of the following processes: cipher computation, fault modeling, and cipher modification. To quantify and explore the hiding properties of input text while retaining security during the data transformation process. However, the data transformation level and other performance metrics of the proposed cryptosystem do not differ significantly with respect to their normal functional mode. The sequence of testing is as follows:
- Keep the mode in the test and let the latches accept the data from scan-in input.
- Shift in and out of the test data to validate the scan path.
- Apply the test patterns to the primary input.
- After sufficient propagation, switch the mode to functional mode and look at the primary output of the circuit.
- Repeat the steps until all inputs are applied.

The scan design technique is a systematic method for designing sequential circuits for testability. Controllability and observability can be improved by giving more access to logical nodes with extra primary input lines and multiplexers. However, adding extra input pins might increase the cost of packaging and chip manufacturing. Scan registers with both shift and parallel load capabilities are used in the proposed design.

When using a scan-based design, multiplexers and a mode (test or normal) control signal connects the storage elements to create a serial shift register or scan path. In test mode, the scan-in signal is clocked into the scan route while the output of the final stage latch is scanned out. As illustrated in Fig. 5, the circuit functions sequentially and consistently with the scan-in path.

4. IMPLEMENTATION OF S-BOX

The implementation of the S-box has two approaches one is LUT based S-box and another one is a Composite Field S-box. The LUT Based S-box needs more area and makes unbreakable delays. So, the composite field is implemented only by combinational logic. The multiplicative inverse value is calculated using Composite Field Arithmetic in the Composite field S-box.
4.1 LUT-based S-box
The Look Up Table (LUT)-based realisation of the S-box needs a significant amount of ROM or EPROM memory. The values will be stored in memory, and to get the necessary value, rows and columns will be scanned. Bulk memory is needed for LUT-based S-box implementation, which is easy to do. Since LUT has a set access time, the LUT S-box has a fixed structure, resulting in an inevitable delay.

4.2 Composite Model S-box
A composite field approach that uses the affine transformation and two sub-module multiplicative inversions can be used to implement the S-box. Byte substitution begins by utilising isomorphic mapping to change the input into a composite field. The output of the isomorphic mapping is then applied to the multiplicative inverse of the Galois field, and the result is then remapped using an inverse isomorphic function and an affine transform. The costliest module is the multiplicative inverse, which has a number of hardware blocks significantly lower using GF (Galois field) arithmetic.

4.3 Sub-pipelined S-box
A composite field-based model can be pipelined to improve the operating frequency. Pipelining can be done by reducing the critical path. This has the advantage of increasing the throughput. The proposed method uses 6 stage pipelining to reduce the critical path. The performance comparisons among LUT, Composite and Sub-pipelined composite models will be discussed in Table 3.

5. SCAN-BASED ATTACKS AND SECURITY
A secure model for a system is to ensure a secure design by anticipating different types of risks and attempting to mitigate them. The security designer also adds layers of protection to isolate a danger before it impacts safe operations.

5.1 Cryptanalytic Interpolation Attacks
This work is mostly concerned with scan chain-based security. The use of scan tests, as mentioned earlier, allows the design for testability to convey all information about the chip successfully. It is difficult to uphold the level of controllability and observability so that the testability of the circuit strives to offer security, which is the purpose of chip design, because of the key leakages.

5.2 AES Square Attack
The AES square Attack obtains the encryption key to propagate groups from plain text to cipher. However, changing the real key regularly can raise the number of attempts required to pose key management issues. However, using the input biometric, we may create any number of key sequences, and the split keys can be used for each round operation. The attack needs 16 iterations to obtain a 128-bit key, and it could only probe the last byte of each key unit and change the actual key; however, the square attack is also practically impossible.

5.3 Power Analysis Attack
There are two types of power analysis attacks exist (i) Simple Power Analysis Attacks (SPA) and (ii) Differential Power Analysis Attacks (DPA). SPA is a side-channel attack that involves examining the graph visually used by the devices. There will be variations in the power while the device performs different operations. DPA is also a side-channel attack that analyses the power consumption statistically and measures the power from the cryptosystem. Therefore, by varying the power consumption of the hardware during the operation using secret keys. Since masking is done at the initial stage, there will be differences in power during operation, so the proposed method is highly vulnerable to these kinds of attacks.

6. PERFORMANCE EVALUATION
The research presents a scan test approach that can alter the scan data in a simple and random manner while testing and analysing it based on discrimination capabilities. The randomised addition of revised scan FF through the scan chain provides the best security. Finally, the cryptographic model is generated using the QUARTUS II EDA tool design compiler and the CYCLONE III EP3C16F484C6 device.

6.1 Avalanche Effect
Avalanche Effect (AE) is a crucial parameter for evaluating the robustness of crypto algorithms, even a slight modification to the plain text input will have a significant impact on the result. Therefore, changing just 1 bit in the plain text can affect the property. In this situation, every updated result can be examined as at least a 50 per cent change of the bits in the output cipher text.

\[
\text{Avalanche Effect} = \frac{\text{No. of Bits Flipped in Cipher Text}}{\text{No. of Bits in Cipher Text}}
\]

Throughput: This parameter is used for checking the
algorithm’s hardware implementation. Throughput, expressed in Gbps or Mbps, denotes the number of processed bits per unit of time. The formula to determine the throughput is given as follows:

\[
\text{Throughput} = \frac{\text{No. of Bits Processes}}{\text{Latency}} \times F_{\text{max}}
\]

Figures 6 and 7 show that the proposed cipher transforms a 128-bit block plaintext and generates the same bit of cipher text using a 128-bit key retrieved from the scan input. The results show the outer layer masking which is the change in I/O layer or boundary scan (have to change many flip-flops). The inner layer masking shows that change in one flip-flop leads to maximum bit changes using the proposed SFF method. The encryption stage includes physical and key-based transformations, as well as several rounds of transformations permutation, cyclic shifts, bit-wise transformations, S-box and modulo computations and so on are only a few examples. The proposed cryptosystems security is assessed using criteria like key sensitivity, computation time and robustness against certain attacks.

6.2 Comparative Analysis of Proposed Scan Flip-Flop

Several FPGA implementations of AES cryptosystem bit masking techniques are also included in this part to demonstrate the performance measures of our AES cryptosystem. The suggested cryptosystem operation frequency and area overhead are significantly reduced. As a result, the cipher text should change with a probability of 50 per cent when one bit in the plaintext or key is supplemented and this phenomenon is known as the “Avalanche Effect” shown in Table 2. Additionally, the basic sequence used by each round can be altered to increase security.

Table 1 shows the performance of the outer layer and inner layer masking of the scan flip flop and its operating frequency. It is inferred that masking at the inner layer occupies less area with reduced frequency and also there is an increase in security. Since masking is done internally it is difficult to identify which flip-flop is masked. Based on the requirement, inner layer masking is preferred wherever there is a compromise in speed.

<table>
<thead>
<tr>
<th>Security methodology</th>
<th>Area</th>
<th>Max. frequency (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Logic cell</td>
<td>Look up table</td>
</tr>
<tr>
<td>Masking at the outer layer</td>
<td>5256</td>
<td>3384</td>
</tr>
<tr>
<td>Masking one bit layer</td>
<td>5046</td>
<td>3188</td>
</tr>
</tbody>
</table>
and outer layer is preferred wherever there is a compromise in area. Table 2 compares state-of-the-art methodologies of FPGA synthesis results for the architecture where the masking of bits is done at the inner layer of the scan flip-flop. Here the same block size of 128-bit is taken and the maximum bit transition is achieved i.e., the avalanche effect achieved is a maximum of 93 per cent (for the composite model) which is approximately a 41 per cent increase in bit transition than the LUT-based method.

6.3 Performance Comparison

The Quartus II system, which offers complete support for all widely used techniques for describing the intended circuit into a CAD system, is utilized for the performance comparison. The user provides the required circuit in the Verilog hardware description language when using the Verilog design entry technique used in this lesson. Furthermore, by utilizing the prospective metrics of the dynamic computing side, the sub-pipelining model may be used to reduce memory and give path delay optimisation.

6.3.1 Hardware Complexity Report

Table 3 shows the experimental findings of the FPGA RTL synthesizer tool, which was designed to evaluate the hardware utilisation report. The proposed sub-pipelined S-box achieves 7 per cent area effectiveness compared to the composite model and 2.5 times the hardware complexity compared to the LUT-based model.

Table 3. Performance comparisons among LUT and sub-pipelined composite field sub-byte conversion models using CYCLONE-III EP3C16F484C6 device

<table>
<thead>
<tr>
<th>Substitution box architecture</th>
<th>Area (Logical elements used)</th>
<th>LUT slices</th>
<th>Max. frequency MHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Look-up table model</td>
<td>216</td>
<td>4085</td>
<td>1.21</td>
</tr>
<tr>
<td>Composite model</td>
<td>87</td>
<td>5126</td>
<td>1.2</td>
</tr>
<tr>
<td>Sub-pipelined model</td>
<td>80</td>
<td>4560</td>
<td>509.16</td>
</tr>
</tbody>
</table>

Compared to conventional architecture, the proposed optimized s-box model decreases the number of registers and logical blocks consumed. FPGA RTL synthesis findings have revealed that the effectiveness of LUT less optimised sub-byte conversion over standard sub-byte model is remarkable.

The suggested sub-byte model outperforms the conventional LUT in this graph. By examining the worst-case classpath during data propagation, the time-to-search timing analyzer tool was utilized to determine the highest frequency of the operation summary. The pipelined composite field s-box surpassed both the traditional direct LUT s-box and its composite model with a maximum running frequency of 509.16 MHz, according to the $F_{\text{max}}$ values. GF composite field mathematical models also directly impact critical path delay due to their sequential operation.

6.4 Energy Efficiency Measures

The power report is created using the power analyzer tool, which examines both total power and dynamic power independently. Sub-pipelined optimal composite field computing, in contrast to the traditional LUT approach, uses less power.

The results show the comparison of dynamic power and total power. On comparison of dynamic power with composite model and sub-pipelined model the reduction is approximately 34 per cent and around 4 per cent reduction in total power consumption.

6.4.1 Signal Transition Reduction and Performance Analyses

Because of the large group of multiplication components and associated bit transitions, the computations in Galois Field ($2^8$) are exceedingly complex, resulting in greater signal transitions. Though some LUT models provide significant transition reduction, the issue occurs when it comes to signal transitions. Only a small number of transitions are used in each level of the composite fields in this framework, resulting in lower total transition rates, as given in Table 4.

Table 4. Comparison of transition control and power reduction using the CYCLONE-III EP3C16F484C6 device

<table>
<thead>
<tr>
<th>Signal detector</th>
<th>Number of transitions (millions /sec)</th>
<th>Dynamic power dissipation (mW)</th>
<th>Total power consumption (mW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Look-up table model</td>
<td>45.66</td>
<td>12.46</td>
<td>153.96</td>
</tr>
<tr>
<td>Composite model</td>
<td>45.90</td>
<td>9.45</td>
<td>151.37</td>
</tr>
<tr>
<td>Sub-pipelined S-box</td>
<td>47.48</td>
<td>7.02</td>
<td>147.90</td>
</tr>
</tbody>
</table>

As given in Table 5 it is well proved that the proposed crypto cores outperform other existing methods with superior improvements of 55 per cent to 95 per cent in avalanche effect when masking is done at the inner layer of the scan flip-flop. The avalanche effect in the Table 5 represents the sub-pipelined composite model for different iterations maximum range upto
Table 5. Avalanche effect and throughput comparison of different algorithms using the CYCLONE-III EP3C16F484C6 device

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>No. of bits</th>
<th>Throughput (Gbps)</th>
<th>Logic cells</th>
<th>LUT slices</th>
<th>Avalanche effect (%)</th>
<th>Pipelining</th>
</tr>
</thead>
<tbody>
<tr>
<td>AES¹</td>
<td>128</td>
<td>3.45</td>
<td>5688</td>
<td>5688</td>
<td>52</td>
<td>Non-pipelined</td>
</tr>
<tr>
<td>Harshali Zodpe, Ashok Sapkal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fast AES¹</td>
<td>128</td>
<td>30</td>
<td>3788</td>
<td>3788</td>
<td>51 to 63</td>
<td>6</td>
</tr>
<tr>
<td>Proposed algorithm</td>
<td></td>
<td></td>
<td>3178</td>
<td>4560</td>
<td>55 to 95</td>
<td>6</td>
</tr>
<tr>
<td>(Sub-pipelined)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

95 per cent since 6 stage pipelining is done over here. The proposed model outperformed other existing methods in terms of complexity, improved data rate and throughput. In order to reduce the overall computational delay and to increase the throughput pipelining was adopted and achieved 47.93 Gbps throughput than the existing method.

Table 6 is the level of information based on changes in data bit position. It is well proved that the sensitivity analysis carried out with the basis of one-bit change at the receiver side shows superior performance.

<table>
<thead>
<tr>
<th>Changes in data position bit (%)</th>
<th>Transformation level (%)</th>
<th>Entropy</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>99.8</td>
<td>0.2</td>
</tr>
<tr>
<td>10</td>
<td>99.75</td>
<td>0.4</td>
</tr>
<tr>
<td>25</td>
<td>99.8</td>
<td>0.45</td>
</tr>
<tr>
<td>50</td>
<td>99.8</td>
<td>0.34</td>
</tr>
<tr>
<td>75</td>
<td>99.8</td>
<td>0.39</td>
</tr>
<tr>
<td>100</td>
<td>99.8</td>
<td>0.40</td>
</tr>
</tbody>
</table>

7. CONCLUSIONS

Hardware encryption solutions are frequently used to protect data and to increase the throughput. In this paper, a technique to enhance the encryption quality of AES algorithm in scan-based testing to produce secure BIST is analyzed and a new hybrid pipelined AES algorithm with enhanced security features is proposed. A masked bit-level scan flipflop for a scan-protected solution is proposed for secure testing. Also, the work provides robustness to avoid information leakage about the physical implementation of cipher text from side-channel attacks. In order to increase the throughput a new hybrid pipelined AES algorithm with enhanced security feature is implemented. Thus, the proposed method outperforms with other methods in terms of improved data rate, Security and throughput. The avalanche effect for sub-pipelining method has been increased up to 95 per cent with reduced computational complexity. Also the proposed sub-pipelined S-box achieves 7 per cent area effectiveness compared to the composite model and 2.5 times the hardware complexity compared to the LUT-based model. Also, achieves a throughput of 47.93 Gbps when synthesized using the CYCLONE-III EP3C16F484C6 device.
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