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NOMENCLATURE
RL : Reinforcement learning
DRL : Deep reinforcement learning
t : Time steps, t=0,1,2, ...
S : A set of states
A : A set of actions
P : A transition probability
R : Reward
γ	 :	Discount	factor
G	 :	Expected	cumulative	reward
π	 :	Policy
n() : Value	function
q()	 :	State-value	function
a : Learning rate
w : Weights
q	 :	Policy’s	parameter	vector
DQN : Deep Q-networks
PG : Policy gradient
PPO : Proximal policy optimization
TRPO	 :	Trust	region	policy	optimization
BDA : Battle damage assessment

1. INTRODUCTION
In	recent	years,	Multi-Domain	Operations	(MDO)	has	be-

come	a	critical	operational	concept	since	the	multiple	domains	
can	be	threatened	by	adversarial	states	or	non-state	actors,	and	
the	holistic	control	of	the	domains	is	essential	for	military	vic-

tory.	Under	MDO,	a	higher-level	Command	and	Control	(C2)	
is	 required	 to	 coordinate	 various	 resources	 across	 land,	 air,	
maritime,	 space,	 and	 cyberspace,	 and	Artificial	 Intelligence	
(AI)	has	been	recognized	as	the	core	component	to	support	and	
guide	 the	C2	in	 the	process	of	OODA	(Observe,	Orient,	De-
cide, Act) Loop1,2.

AI	techniques	(or	machine	learning)	are	generally	catego-
rized	as	supervised,	unsupervised,	and	Reinforcement	Learn-
ing	 (RL).	 Supervised	 learning	 maps	 labeled	 data	 to	 labeled	
categories	(classification)	or	known	outputs	(regression).	Un-
supervised	 learning	discovers	 a	 pattern	 from	unlabeled	data.	
Both	categories	have	shown	various	potential	military	applica-
tions	such	as	image,	speech	and	pattern	recognition,	cyberse-
curity	and	threat	intelligence,	military	personnel	management,	
etc.3

Unlike	supervised	and	unsupervised	 learning,	RL	 is	dy-
namic	in	nature,	so	it	has	the	benefit	of	dealing	with	complex	
and	dynamic	environments	such	as	multi-domains.	The	well-
known	application	of	RL	 is	a	strategic	game	such	as	ATARI	
game agent4, AlphaGo5, and AlphaStar6. Recently, researchers 
tried to apply RL to military wargames7-9	and	strategic	maneu-
ver	scenarios2.	However,	RL	has	some	limitations	for	military	
applications. First, RL was combined with deep learning (deep 
RL	or	DRL)	to	deal	with	a	complex	input	and	output	structure.	
As a characteristic of deep learning, DRL is a black box mod-
el.	Moreover,	 simulation	environments	 such	as	AFSIM	 (Ad-
vanced	 Framework	 for	 Simulation,	 Integration,	 and	 Model-
ing)7 and OpSim10 in military applications can add complexity 
and	make	it	difficult	to	understand	the	results.	Second,	while	

Defence	Science	Journal,	Vol.	74,	No.	3,	May	2024,	pp.	389-398,	DOI	:	10.14429/dsj.74.18864 
 2024,	DESIDOC

Received	:	09	February	2023,	Revised	:	16	February	2023	
Accepted	:	23	January	2024,	Online	published	:	10	May	2024

Military Decision Support with Actor and Critic Reinforcement Learning Agents

Jungmok	Ma
Department of National Defense Science, Korea National Defense University, Nonsan, Republic of Korea 

E-mail: jxm1023@gmail.com

ABSTRACT

While	the	recent	advanced	military	operational	concept	requires	intelligent	support	of	command	and	control,	
Reinforcement	Learning	 (RL)	 has	 not	 been	 actively	 studied	 in	 the	military	 domain.	This	 study	 points	 out	 the	
limitations	of	RL	for	military	applications	from	a	 literature	review	and	aims	 to	 improve	 the	understanding	of	RL	
for	military	decision	support	under	 these	 limitations.	Most	of	all,	 the	black	box	characteristic	of	Deep	RL	makes	
the	internal	process	difficult	to	understand,	in	addition	to	the	complex	simulation	tools.	A	scalable	weapon	selection	
RL	framework	is	built,	which	can	be	solved	either	by	a	tabular	form	or	a	neural	network	form.	The	transition	of	the	
Deep	Q-Network	(DQN)	solution	to	the	tabular	form	allows	for	effective	comparison	of	the	results	to	the	Q-learning	
solution.	Furthermore,	rather	than	using	one	or	two	RL	models	selectively	as	before,	RL	models	are	divided	into	an	
actor and a critic, and systematically compared. A random agent, Q-learning and DQN agents as critics, a Policy 
Gradient	(PG)	agent	as	an	actor,	Trust	Region	Policy	Optimization	(TRPO)	and	Proximal	Policy	Optimization	(PPO)	
agents	as	an	actor-critic	approach	are	designed,	trained,	and	tested.	The	performance	results	show	that	the	trained	
DQN	and	PPO	agents	are	the	best	decision	support	candidates	for	the	weapon	selection	RL	framework.
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RL	can	solve	diverse	problems,	it	can	be	slow	and	require	lots	
of training data11.	Third,	though	there	are	many	RL	algorithms,	
researchers	have	applied	one	or	 two	of	 them	selectively	and	
subjectively.

With	 these	challenges,	 this	 study	aims	at	 improving	 the	
understanding	of	RL	for	military	decision	support.	A	scalable	
weapon	 selection	 RL	 framework	 will	 be	 built,	 which	 is	 a	
simulation	model	and	can	be	solved	either	by	a	tabular	form	or	
a	neural	network	form.	The	tabular	form	can	help	understand	
the	neural	network	 form.	Also,	 rather	 than	using	one	or	 two	
RL	models	 selectively,	RL	models	will	 be	 divided	 as	 actors	
and critics, and systematically compared. Finally, important 
studies	of	RL	for	military	decision	support	will	be	reviewed.

2.  REINFORCEMENT LEARNING AND MILITARY 
APPLICATIONS

2.1 Key Concepts of RL
RL	is	learning	“how	to	map	situations	to	actions”	through	

trial	and	error	 in	order	to	maximize	the	cumulative	reward12. 
In	 other	 words,	 a	 learning	 agent	 or	 decision	 maker	 should	
observe	 states	 (St) to gather information while interacting 
with	its	environment	and	take	actions	(At)	to	achieve	a	goal	or	
maximum	cumulative	reward	at	each	time	steps,	t=0, 1, 2, ...

	RL	can	be	formalized	using	the	Markov	Decision	Process	
(MDP).	MDP	consists	of	a	5-tuple	(S, A, P, R, g) where, S is 
a	 set	of	 states	with	 a	 current	 state	 sϵS, A is a set of actions, 

( | )aP s s′  is a transition probability from the state s to a new 
state s′  by selecting an action aϵA, ( , )R s s′  is a reward for the 
action, and gϵ[0,1]	is	a	discount	factor	that	adjusts	the	weights	
of	rewards	in	the	future13.

The	 expected	 cumulative	 reward	 or	 return	 with	 the	
discount	factor	can	be	defined	as

2
1 2 3 10

k
t t t t t kk

G R R R Rg g g∞

+ + + + +=
= + + + = ∑                   (1)

A policy p	 that	 an	agent	 follows	 is	 a	mapping	 function	
from states to probabilities of choosing actions, which is 
defined	as

( | ) [ | ]t ta s P A a S sp = = =                (2)
Then,	the	value	function	np(s)	and	the	state-value	function	

qp(s,a)	under	a	policy	p can	be	defined	as	the	expected	returns
( ) [ | ]t tv s E G S sp p= =              (3)
( , ) [ | , ]t t tq s a E G S s A ap p= = =           (4)

The optimal policy p*	 gives	 the	 highest	 value	 function	
np(s)	or	the	highest	state-value	function	qp(s,a).

There	are	a	couple	of	ways	to	classify	RL	algorithms.	The	
first	 one	 is	model-based	 and	model-free.	 For	 the	model-free	
method, a transition probability P and a reward R	in	the	5-tuple	
of	MDP	are	not	given	to	an	agent.	This	paper	only	deals	with	the	
model-free	method.	The	second	one	is	value-based	and	policy-
based.	While	valued-based	methods	(critic	agents)	construct	a	
value	function	and	derive	the	optimal	policy	implicitly,	policy-
based	methods	(actor	agents)	find	the	optimal	policy	function	
directly that maps states to actions. Actor-critic methods 
attempt	 to	 use	 both	 value-based	 and	 policy-based	 methods.	
The	third	one	is	on-policy	and	off-policy.	On-policy	methods	
learn a policy from the data generated by the agent’s actions, 

whereas	off-policy	methods	learn	a	policy	separately	from	the	
agent’s actions.

2.2 RL in Military Applications
In	 this	 section,	RL	studies	 for	military	decision	 support	

are	reviewed.	Military	decision	support	is	defined	as	assisting	
the combat and mission planning from controlling a single 
asset	(physical	asset	(solider,	weapon,	unmanned	system,	etc.)	
and	 non-physical	 asset	 (software,	 network,	 frequency	 band,	
etc.))	to	coordinating	multiple	assets	for	achieving	the	military	
objective.

Unmanned	Aerial	Vehicles	(UAVs)	are	the	most	popularly	
used	unmanned	systems	for	both	civilian	and	military	purposes.	
There	were	many	RL	studies	for	UAVs,	even	though	they	were	
not for direct military applications14.	 The	 studies	 could	 be	
divided	into	two	areas:	control	and	path	planning/navigation.	
The	 RL	 studies	 of	 UAV	 control	 included	 longitudinal	 and	
lateral control15,	 attitude	control16, and swarm control17. Path 
planning/navigation	 consisted	 of	 finding	 an	 optimal	 path18,19 
and	 avoiding	 obstacles20-23.	RL	was	 used	 for	 not	 only	UAVs	
but	also	other	unmanned	platforms	such	as	Unmanned	Ground	
Vehicles (UGVs)24,25 and Unmanned Underwater Vehicles 
(UUVs)26.

Furthermore,	RL	was	popularly	used	for	cybersecurity27,28 
in	 an	 adversarial	 environment.	 UAV	 networks29,30, home 
networks31, and wideband controller32	were	used	as	RL	agents	
for	intrusion	detection	and	prevention.	A	gateway33, attacker34, 
mobile	device35,	underwater	sensor36	were	used	as	RL	agents	
for identity and access management.

For	 more	 military-specific	 studies,	 Yan,, et al. (2020) 
proposed Deep Q-Networks (DQN)-based UAV path planning 
in	 dynamic	 environments	 with	 potential	 threats37. An UAV 
survival	 probability	 was	 considered	 under	 radar	 detection	
and missile attack, which was implemented on the STAGE 
simulation	 tool.	 You, et al. (2019) proposed to train the 
maneuvering	 strategies	 of	 Unmanned	 Combat	 Air	 Vehicles	
(UCAVs)	 using	 the	 Deep	 Deterministic	 Policy	 Gradient	
(DDPG)38.	 A	 3-D	 space	 game	 environment	 was	 built	 to	
simulate	a	UCAV	and	an	electronic	attacker	with	radars.	Wang, 
et al.	(2020)	developed	a	middleware	based	on	commercial	air	
combat	 simulation	 software	 and	 trained	 a	fighter	 aircraft	 for	
the	maneuvering	 strategy	 of	 1	 vs.	 1	 air	 combat39. DQN was 
used	for	the	aircraft	RL	agent	in	the	proposed	alternate	freeze	
game, which allows that one agent to act while the other is 
frozen	for	a	better	understanding	of	the	learning	process.

Zhang, et al.	 (2020)	 investigated	 the	 potential	 of	 AI-
assisted	 planning	 for	 the	 US	 defence	 community7. As a 
simulation	 environment,	 OpenAI’s	 Gym	RL	 framework	 and	
AFSIM	were	 integrated	 as	 a	 low-fidelity	version	of	AFSIM.	
Two	problem	scenarios	were	formulated	as	follows:	The	first	
scenario	was	1-D	with	 three	 components:	Blue	fighter,	Blue	
jammer,	 and	 Red	 Surface-to-Air	 Missile	 (SAM).	 The	 goal	
was	 to	 learn	what	 times	 and	 distances	 to	 deploy	 the	 fighter	
and	jammer	to	destroy	the	SAM,	i.e.,	go	or	stop	the	problem.	
A	 planner	 agent	 was	 trained	 using	 Generative	 Adversarial	
Networks (GAN) and Q-learning. The second scenario was 
2-D	with	three	components:	Blue	UAVs,	Red	SAM,	and	Red	
air	target	that	could	attack	the	Blue	UAVs.	A	planner	agent	was	
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trained	using	Asynchronous	Advantage	Actor-Critic	(A3C)	and	
Proximal Policy Optimization (PPO). Soleyman and Khosla 
(2020)	proposed	multi-agent	mission	planning	in	the	AFSIM	
environment8.	Up	 to	6	vs.	 6	Blue	 and	Red	fighters	 could	be	
simulated	and	trained	using	A3C	in	their	framework.

Boron	 and	 Darken	 (2020)	 tried	 to	 validate	 the	 tactical	
principles	of	mass	and	economy	using	RL9.	For	a	simulation	
environment,	a	discretized	10-by-10	map	grid	of	squares	was	
created with deterministic and stochastic Lanchester’s modern 
combat	 equations.	 Platoon	 entities	 conducting	 offensive	
operations	were	trained	using	Vanilla	Policy	Gradient	(VPG),	
PPO,	and	Trust	Region	Policy	Optimization	(TRPO)	in	three	
different	force	configurations:	2	vs.	1,	2	vs.	2,	3	vs.	2	scenarios.	
Fu, et al.	 (2020)	 built	 a	 digital	 battlefield	 for	 air-to-ground	
operations	using	Unreal	Engine	4,	and	a	neural	network	(Alpha	
C2)	 was	 trained	 using	 PPO40. Two training scenarios were 
designed,	and	the	performance	was	compared	with	Expert	C2	
(an	expert	system	designed	by	known	rules).

Goecks, et al.	(2021)	focused	on	the	connection	between	
games and military applications10.	 First,	 the	 StarCraft	 Ⅱ	
Learning	 Environment	 was	 used	 as	 an	 environment	 to	
implement	 a	 brigade-scale	 offensive	 scenario.	 StarCraft	 Ⅱ	
units	were	mapped	 to	military	 units	 and	 trained	 using	A3C.	
Second,	the	OpSim	simulator	with	the	OpenAI	Gym	was	used	
to	implement	the	same	offensive	scenario.	The	military	units	
were	trained	by	Advantage	Actor-Critic	(A2C)	and	compared	
with	 an	 expert	 system	 designed	 by	 military	 doctrinal	 rules.	
Zhang, et al.	(2022)	built	a	multiple	domain	cyberspace	attack	
and	defence	game	with	two	agents	using	Python,	which	aimed	
at maximizing the defender’s total reward41. The defender 
was	 trained	 using	 DQN,	 DDPG,	 and	 DDPG	 with	 reward	
randomization, and the performance was compared.

One	distinct	sub-problem	of	military	planning	is	weapon	
target	 assignment	 (WTA).	 WTA	 is	 a	 process	 of	 evaluating	
threats or targets and allocating weapons. The WTA problem 
was	 solved	 by	 traditional	 optimization	 techniques	 and	
intelligent	algorithms	such	as	game	theory,	genetic	algorithm,	

particle swarm algorithm, etc.42	Wu, et al.	 (2022)	 built	 the	
problem	of	multi-warhead	penetration	and	striking	multi-target	
using	 Python42.	The	 defence	 strategy	was	 trained	 using	 Soft	
Actor-Critic	(SAC)	and	compared	with	the	optimal	rule	model.	
Mouton, et al.	(2011)	built	a	simple	grid	world	to	simulate	an	
air defence operator who needed to assign weapon systems 
to engage enemy aircraft43. The defence operator was trained 
using	 the	 temporal-difference	 algorithm	 and	Q-learning,	 and	
their	 results	 were	 compared.	 Shin, et al.	 (2020)	 introduced	
the WTA problem with inference constraints, and DQN was 
used	 to	 train	 the	 assignment	 strategy44.	 In	 order	 to	 reduce	
the	 computational	 complexity	of	multi-agent	RL,	mean	field	
Q-learning	 was	 applied,	 and	 the	 result	 was	 compared	 with	
traditional mixed integer linear programming.

3. SIMULATION MODEL AS ENVIRONMENT
Provide	As	 a	 learning	environment,	 a	 simulation	model	

was	built	that	requires	a	series	of	weapon	selections	with	Battle	
Damage	Assessment	(BDA)	when	a	target	is	given.	The	target	
can	 be	 acquired	 by	manned	 and	 unmanned	 systems	with	 its	
required	damage	between	10~50,	as	shown	in	Table	1.	There	
are	 seven	 weapons,	 from	 Weapon1	 to	 Weapon7,	 and	 each	
weapon	has	its	own	damage	profile	or	damage	distribution.	For	
example,	Weapon1	shows	the	discrete	distribution	of	damage	
depending	 on	 the	 battlefield	 condition.	 Once	 one	 weapon	

Table 1. Weapon selection RL framework

Required damage Integer between
10 and 50

Damage 
distribution

Weapon1 1 1 1 1 2 2
Weapon2 3  3  3  3  4  5
Weapon3 4  4  4  6  6  7
Weapon4 8  8  8  9  9  10
Weapon5 10  10  10  20  20  20
Weapon6 15  15  15  25  25  30
Weapon7 30  30  30  40  40  50

Figure 1. Weapon selection RL framework.
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is	 selected	 and	 used,	 the	BDA	 is	 conducted	 by	manned	 and	
unmanned	 systems.	 Then,	 the	 next	 required	 damage	 for	 the	
target	is	provided,	which	is	the	difference	between	the	required	
damage	and	the	damage	caused	by	the	selected	weapon.	The	
selection	continues	until	the	required	damage	is	achieved,	and	
the weapon selection RL framework is depicted in Fig. 1.

The	states	represent	the	required	damages	from	0	to	50.	
So,	this	simulation	model	has	discrete	action	and	observation	
spaces.	The	 simulation	will	 end	 if	 the	next	 required	damage	
is	 less	 than	 or	 equal	 to	 0.	 The	 goal	 of	 this	 simulation	 is	 to	
achieve	 the	 required	 damage	 quickly.	 Therefore,	 whenever	
a weapon is selected, there will be a penalty of -1. Also, if 
the	 next	 required	 damage	 is	 negative	 (more	 damage	 occurrs	
than	the	next	required	damage),	the	cumulative	reward	will	be	
the	cumulative	penalties	 from	weapon	selections	plus	excess	
damage.

The	 weapon	 selection	 RL	 framework	 was	 built	 using	
Simulink	 (R2021b	 version)	 in	 MATLAB,	 which	 is	 a	
block	 diagram-based	 simulation	 tool.	 The	 constructed	 RL	
environment	was	 verified	 using	 various	 cases.	 For	 example,	
one	episode	(a	series	of	steps	until	the	simulation	ends)	showed	
that	 the	 initial	 required	 damage	 was	 32,	 and	Weapon2	 was	
selected with a penalty of -1. The damage was 3, and the next 
required	 damage	was	 29.	Then,	Weapon1	was	 selected	with	
the damage of 1, and Weapon7 was selected with the damage 
of	40.	Since	the	next	required	damage	was	negative	(-12),	the	
simulation	ended	with	a	return	of	-15	(-3	for	weapon	selections	
and -12 from excess damage).

4.  AGENT MODELLING AND TRAINING
In this section, an agent that interacts with the BDA 

environment	in	Fig.	1	will	be	modelled	and	trained.	In	order	

to	easily	understand	 the	built	agents,	a	 tabular	 form	solution	
will	be	first	explained	with	a	Q-learning	agent.	And	then,	DRL	
agents	and	advanced	actor-critic	approaches	will	be	used.	All	
the	agents	will	be	realized	using	MATLAB	(R2021b	version).	
Note that the weapon selection RL framework has discrete 
action	and	observation	spaces,	so	continuous	space	algorithms	
such	 as	 DDPG,	 TD3	 (Twin	 Delayed	 DDPG),	 and	 SAC	 in	
Section	2.2	cannot	be	used.

4.1 Q-learning Agent as a Critic and Random Agent
Q-learning	is	defined	as45

1 1( , ) ( , ) [ max ( , )

( , )]
t t t t t ta

t t

Q S A Q S A R Q S a

Q S A

a g+ +← + +

−             (5)
where, Q	is	the	action-value	function	to	approximate	the	optimal	
action-state	function	q*; a is the learning rate; g	is	the	discount	
factor. The Q-learning algorithm begins with the initialization 
of Q(s, a)	or	Q	values	and	then	iterates	as	follows:	choosing	
A with S	using	Q	values	 (either	exploration	or	exploitation),	
taking action A	and	observing	R and 'S ,	updating	Q(s, a) from 
Eqn. (5). To balance exploration and exploitation, the e-greedy 
method can be adopted, which selects a random action with 
probability eϵ[0,1]	and	otherwise	the	action	with	maximum	Q	
value.	The	Q-learning	agent	was	created	using	rlQ	Agent()	and	
rlQ	Value	Representation()	functions	in	MATLAB.

When	 all	 the	 Q	 values	 were	 set	 to	 be	 0	 (7×51	 table),	
the Q-learning agent only chose Weapon1, regardless of the 
required	damage.	The	random	agent	was	realized	as	a	random	
number	of	Q	values	 for	each	episode.	Therefore,	no	 training	
is	 required	 for	 the	 random	 agent.	 In	 order	 to	 determine	 the	
number	of	episodes	for	testing	other	agents,	the	performance	
test	 for	 the	 random	 agent	 was	 conducted	 first.	 The	 random	

Figure 2. Episode number and reward for Q-learning agent training.
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agent interacted with the weapon selection RL framework in 
Section	3	and	 resulted	 in	an	average	 return	of	 -15.1,	 -15.23,	
-15.34 for randomly generated 1k, 3k, and 5k episodes. Since 
there	 are	 no	 big	 differences	 among	 them,	 3k	 episodes	 were	
selected for the performance test of other agents.

The Q-learning agent was trained with a learning rate 
of	 0.005	 and	 a	 discount	 factor	 of	 0.99.	 Figure	 2	 shows	 the	
episode	numbers	and	rewards,	and	the	average	returns	during	
training	are	summarized	in	Table	2.	Due	to	the	uncertainty	of	
the	 simulation	 model	 (initial	 required	 damage	 and	 damage	
distribution),	the	episode	reward	shows	fluctuations,	and	after	
3k	episodes,	the	average	return	reaches	-13.2.	Also,	due	to	the	
randomness,	increasing	the	episode	number	does	not	ensure	a	
better	average	return	(1k	vs.	2k	and	3k).

right	half	of	a	dome	shape	should	appear	as	good	actions.	For	
example,	when	the	required	damage	(target	value)	is	close	to	1,	
Weapon1	should	be	selected,	and	when	close	to	50,	Weapon7	
should	be	used.	It	can	be	observed	that	after	3k	episodes,	better	
actions	can	be	selected	in	comparison	with	500	episodes,	but	
still	there	is	a	space	to	be	improved.

4.2  DQN Agent as a Critic
DQN	was	 initially	 proposed	 to	 adopt	 a	 neural	 network	

in	 order	 to	 learn	 control	 policies	 from	 video	 data	 in	
complex	 environments,	 e.g.,	Atari	 2600	 games,	 as	 a	 variant	
of Q-learning4.	 Q-network	 is	 a	 neural	 network	 function	
approximator	with	weights	w.	When	a	certain	number,	C, of 
updates	are	conducted,	another	network	takes	the	weights	and	
fixes	the	weights	for	the	next	C	updates	of	w.	The	outputs	of	
the	duplicate	network	are	used	as	the	Q-learning	targets	for	the	
next C	updates	of	w.	The	update	rule	is	defined	by4

1 1 1[ max ( , , )

ˆ̂( , , )] ( , , )
t t t t ta

t t t t t t

w w R q S a w

q S A w q S A w

a g+ + += + + −

∇



                 (6)
where, q̂  and q 	are	the	outputs	of	Q-network	and	the	duplicate	
network. Minih, et al.	 (2013)	 also	 utilized	 the	 experience	
replay, which stores experience in a replay memory and 
provides	samples	for	updates4.

The	 DQN	 agent	 was	 created	 using	 rlDQNAgent()	
and	 rlQValueRepresentation()	 functions	 in	 MATLAB.	 The	
structure	of	the	Q-network	was	designed	as	two	paths	of	layers	
of	inputs	(actions	and	observations),	and	each	path	consisted	of	
a	scalar	input	layer,	two	hidden	layers	(50	neurons)	with	two	
ReLU	activation	function	layers,	one	fully	connected	layer	(50	
neurons).	The	two	paths	were	combined	and	then	one	ReLU	
activation	layer	and	a	single	output	layer	were	followed.

The DQN agent was trained with a learning rate of 0.001 
and	a	discount	rate	of	0.99.	Figure	4	shows	the	episode	numbers	
and	rewards.	The	average	return	during	training	is	-3.4	after	3k	
episodes,	which	is	a	big	improvement	in	comparison	with	the	
Q-learning agent.

Using	the	trained	DQN	agent	with	3k	episodes,	a	tabular	
form	 was	 built	 as	 shown	 in	 Fig.	 5.	 Note	 that	 the	 trained	
DQN	agent	 is	not	a	 tabular	form	but	a	neural	network	form.	
In comparison with the Q-learning agent in Fig. 3, it can be 
observed	that	the	actions	are	much	improved.

4.3 PG Agent as an Actor
The Policy Gradient (PG) method only takes states as an 

input	and	provides	the	probability	of	actions	with	the	policy’s	
parameter	vector	q as12.

( | , ) [ | , ]t t ta s P A a S sp q q q= = = =                           (7)
The	benefit	of	policy	parameterization	 is	 that	 the	action	

probability changes more smoothly than e-greedy, and strong 
convergence	is	guaranteed	than	action-value	methods.

The	 Monte-Carlo	 PG	 algorithm,	 REINFORCE,	 starts	
with the initialization of policy parameter q and generates 
episodes S0,A0,R1,…,AT-1,RT,ST from ( | , )p q⋅ ⋅ .	 Then,	 updates	
for each step t=0,1, …, T-112.

1
1

T k t
kk t

G Rg − −
= +

← ∑             (8)

Figure 3.  Q table with learned action ‘×’ after 500 (left) and 
3k (right) episodes.

Table 2. Average return during training

Episode	number 500 1k 2k 3k

Average	return	during	training -17 -8 -18.4 -13.2

Figure	3	shows	the	tabular	form	of	the	Q-learning	agent	
after	500	and	3k	episodes.	The	×	mark	represents	the	optimal	
action	or	highest	Q	value	action	in	the	given	state.	Since	the	
weapon	damage	distributions	are	intentionally	simplified,	the	
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Figure 4. Episode number and reward for DQN, PG, TRPO, PPO agent during training.

The PG agent was trained with a learning rate of 0.001 and 
a	discount	rate	of	0.99.	Figure	4	shows	the	episode	numbers	
and	rewards.	The	average	return	during	training	is	-10	after	3k	
episodes.

4.4 Advanced Actor-Critic Approaches: TRPO and 
PPO Agent
A	Q	value	critic	 (Q-learning	and	DQN)	and	a	PG	actor	

were	used	as	separate	RL	agents	as	shown	in	Fig.	6.	The	actor-
critic	approach	uses	both	actor	and	critic	agents,	not	just	one	
of	them.	Fig.	6	graphically	shows	the	difference	between	them,	
and the actor-critic approach can be described as follows: After 
observing	states	in	the	environment,	actions	and	Q	values	are	
generated	with	an	observed	reward.	The	action	leads	to	a	new	
state,	and	the	critic	produces	a	new	value.	These	interactions	
give	the	original	and	updated	values	of	the	original	state,	and	
the actor-critic approach algorithm trains the actor and the 
critic with the information.

TRPO46	 was	 proposed	 to	 guarantee	 monotonic	
improvement	from	standard	PG	methods.	The	Kullback-Leibler	
(KL)	divergence	between	the	old	and	current	polies	was	used	
as	 a	 trust	 region	 constraint,	 and	 the	 trust	 region	 can	 control	
the	 difference	 between	 the	 old	 and	 current	 polies.	Then,	 the	
constrained	optimization	problem	could	be	formulated	to	find	
the	best	policy	in	order	to	maximize	the	expected	discounted	
reward.	 To	 solve	 this	 problem	 practically,	 the	 surrogate	
objective	 function	 was	 used	 using	 Monte	 Carlo	 simulation.	

ln ( | , )t
t tG A Sq q ag p q← + ∇                         (9)

The	 PG	 agent	 was	 created	 using	 rlPG	 Agent()	 and	 rl	
Stochastic	Actor	Representation()	functions	in	MATLAB.	The	
structure	 of	 the	 PG	 actor	 network	was	 designed	 as	 a	 scalar	
input	 layer	 for	observations,	 two	hidden	 layers	 (50	neurons)	
with	two	ReLU	activation	function	layers,	one	fully	connected	
layer	(7	neurons	for	7	weapons),	and	a	Softmax	function	layer.	

Figure 5. Transition of DQN agent to a tabular form.
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Figure 6. Individual actor and critic (top) and actor-critic approach (bottom).

PPO47	 was	 proposed	 as	 a	 simplified	 version	 of	 TRPO	 with	
faster	 and	 more	 efficient	 characteristics.	 The	 surrogate	
objective	function	in	TRPO	was	modified	using	the	clipping	of	
a	constraint,	which	made	TRPO	a	first-order	algorithm.

The	 TRPO	 agent	 was	 created	 using	 rlTRPO	Agent(),rl	
Stochastic	Actor	Representation(),	rlQ	Value	Representation()	
functions	 and	 the	 PPO	 agent	 was	 created	 using	 rlPPO	
Agent(),rl	 Stochastic	Acto	 r	 Representation	 ()and	 rlQ	Value	
Representation()	functions	in	MATLAB.	As	an	actor	network	
for both TRPO and PPO, similar to the PG actor network, a 
scalar	 input	 layer	 for	 observations,	 two	 hidden	 layers	 (50	
neurons)	with	two	ReLU	activation	function	layers,	one	fully	
connected	 layer	 (7	 neurons	 for	 7	 weapons),	 and	 a	 Softmax	
function	layer	were	organized	as	a	network.	As	a	critic	network	
for	both	TRPO	and	PPO,	a	scalar	input	layer,	two	hidden	layers	
(50	 neurons)	with	 two	ReLU	activation	 function	 layers,	 and	
one	 fully	 connected	 layer	 (50	 neurons)	were	 organized	 as	 a	
network. Both TRPO and PPO agents were trained with a 
learning	rate	of	0.001	and	a	discount	rate	of	0.99.	Fig.	4	shows	
the	episode	numbers	and	rewards.	The	average	return	during	
training is -7.6 for the TRPO agent and -4.8 for the PPO agent 
after 3k episodes.

Among them, the trained DQN and PPO agents showed the 
best performance. 

In	order	to	see	the	effect	of	training	episode	numbers,	when	
the	RL	agents	were	trained	using	5k	episodes	and	tested	using	
3k	episodes,	the	resulting	ranking	stayed	the	same	as	in	Table	
3. The histograms of rewards for the RL agents are presented 
in	Fig.	7.	Since	 the	X-Axis	 is	 the	absolute	value	of	rewards,	
smaller is better, and the trained DQN and PPO agents show 
smaller	means	and	deviations	than	the	other	trained	agents.

In	order	to	check	the	further	improvement	in	performance	
from more training, only DQN and PPO agents were trained 
using	10k	episodes	and	tested	using	3k	episodes,	as	shown	in	
Table	4.	However,	it	was	found	that	the	performance	was	not	
improved	from	Table	3.	 In	conclusion,	 the	 trained	DQN	and	
PPO	agents	show	the	best	overall	performance	and	can	be	used	
as	the	weapon	selection	decision	support	system.

Table 4. Average return for RL agents trained using 10k episodes

DQN PPO

Average	return	during	training	(10k	episodes) -3.2 -5

Average	return	for	evaluation	(3k episodes) -3.42 -4.95

5. CONCLUSION
This	study	pointed	out	the	limitations	of	RL	for	military	

applications	from	a	literature	review	and	aimed	at	improving	
the	understanding	of	RL	for	military	decision	support	under	the	
limitations. Most of all, the black box characteristic of Deep RL 
makes	things	difficult	to	understand,	in	addition	to	the	complex	
simulation	tools.	A	scalable	weapon	selection	RL	framework	
was	built,	which	can	be	solved	either	by	a	 tabular	 form	or	a	
neural	 network	 form.	The	 transition	 of	 the	DQN	 solution	 to	
the	 tabular	 form	made	 it	 easier	 to	 compare	 the	 result	 to	 the	
Q-learning	solution.	Furthermore,	rather	than	using	one	or	two	
RL	models	selectively	as	before,	RL	models	were	divided	into	
an actor and a critic and systematically compared. A random 
agent based on Q-learning, Q-learning and DQN agents as a 

Table 3. Average return for RL agents trained using 3k episodes

Critic Actor Actor-Critic

Random Q- 
learning DQN PG TRPO PPO

Avg.	
return	
for 
eval.

-15.2 -8.4 -3.4 -10.4 -10.2 -4.9

4.5 Performance Test of Agents
The	performance	test	of	the	trained	agents	was	conducted	

with	randomly	generated	3k	episodes	in	the	simulation	model.	
The	 random	 agent’s	 average	 return	 was	 about	 -15,	 and	 all	
other RL agents showed better	 results,	 as	 shown	 in	Table	3.	
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critic, a PG agent as an actor, TRPO and PPO agents as an 
actor-critic approach were designed, trained, and tested. The 
performance	results	showed	that	DQN	and	PPO	agents	were	
the	best	decision	support	candidates	for	the	weapon	selection	
RL framework.

The	 limitations	 of	 this	 study	 are	 as	 follows:	 First,	 the	
proposed	scalable	weapon	selection	RL	framework	required	a	
series of decisions within the same selection problem. It can 
be extended to a decision problem with a complex hierarchy. 
Second,	 in	 order	 to	 improve	 the	 understanding	 of	DRL,	 the	
tabular	form	of	solutions	was	used.	Other	effective,	explainable	
methods	can	be	further	explored.	Third,	the	simulation	model	
had	 a	 discrete	 space,	 soRL	models	with	 a	 continuous	 space	
could	not	be	used.	Even	though	this	study	has	these	limitations,	
it	 is	 very	 important	 to	 bridge	 the	 gap	 between	 researchers	
and	 practitioners,	 and	 RL	 models	 need	 to	 be	 studied	 more	
actively	 for	 a	military	 decision	 support	 system.	 It	 is	 not	 for	
boosting	the	advent	of	killer	robots	but	for	peaceful	usage	of	
AI technologies.
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