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ABSTRACT

 High Efficiency Video Coding (HEVC) is a video compression standard that offers 50% more efficiency 
at the expense of high encoding time contrasted with the H.264 Advanced Video Coding (AVC) standard. The 
encoding time must be reduced to satisfy the needs of real-time applications. This paper has proposed the Multi-
Level Resolution Vertical Subsampling (MLRVS) algorithm to reduce the encoding time. The vertical subsampling 
minimises the number of Sum of Absolute Difference (SAD) computations during the motion estimation process. 
The complexity reduction algorithm is also used for fast coding the coefficients of the quantised block using a 
flag decision. Two distinct search patterns are suggested: New Cross Diamond Diamond (NCDD) and New Cross 
Diamond Hexagonal (NCDH) search patterns, which reduce the time needed to locate the motion vectors. In 
this paper, the MLRVS algorithm with NCDD and MLRVS algorithm with NCDH search patterns are simulated 
separately and analysed. The results show that the encoding time of the encoder is decreased by 55% with MLRVS 
algorithm using NCDD search pattern and 56% with MLRVS using NCDH search pattern compared to HM16.5 
with Test Zone (TZ) search algorithm. These results are achieved with a slight increase in bit rate and negligible 
deterioration in output video quality.
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NOMENCLATURE
Dmp Distortion
lpred Lagrangian multiplier
Rmp Number of bits needed to transmit ‘mp’
BD  Best Distance
MV  Motion Vector
BMV  Best Motion Vector
Db Best distance
Sr Search range
P  Prediction block
HR  Half Resolution frame
QR  Quarter Resolution frame
RD  Rate-Distortion
J  Rate-Distortion cost
VS  Vertical Subsampling
JB RD cost of the best coding unit
JC RD cost of the current coding unit
Jm RD cost of the merge mode
Js RD cost of the skip mode
Jmd Merge mode Rate-Distortion cost at depth d
Jsd Skip mode Rate-Distortion cost at depth d
CBF  Coded Block Flag
NCDD  New Cross Diamond Diamond
NCDH  New Cross Diamond Hexagonal
CFM  Coded Block Flag Fast Method
ECU  Early Coding Unit termination
ESD  Early Skip Detection
GOP  Group of Pictures

1. INTRODUCTION
The High Efficiency Video Coding (HEVC) or H.2651,2 

standard compresses ultra high definition video sequences 
with approximately 50% less bitrate than the H.264/Advanced 
Video Coding3 standard while maintaining the same video 
quality4. The video compression involves splitting the frame 
into Coding Tree Units (CTUs), intra and inter predictions, 
finding transform and quantisation for the residual block, 
and filtering operations using deblocking5 and Sample 
Adaptive Offset (SAO)6 filters. HEVC is widely used in 
ultra high definition online video streaming and surveillance 
applications, which are shown in Fig. 1. In HEVC, complexity 
increases along with an increase in efficiency. In HEVC, most 
of the time is consumed during the process of finding the Rate-
Distortion (RD) cost for Prediction Units (PU), and the motion 
estimation process. Several authors have developed different 
algorithms to lessen the encoding time of the video encoder. 
Hsieh7, et al. developed a power-efficient motion estimation 
controller to reduce the power dissipation. The dissipation 
is due to the large coding bandwidth required to access the 
current or reference pixel values during the motion estimation 
process. Vayalil8, et al. proposed a hardware implementation 
system for the improved TZ search algorithm. This method 
uses the snake scan to get the data of a row or column. In 
addition, the residue number system is used to improve the 
speed of the Sum of Absolute Difference (SAD) calculations. 
This approach helps to decrease the encoding time. Cebrián-
Márquez9, et al. uses the pre-analysis stage, which performs 
block-based motion estimation to estimate Rate-Distortion 
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cost. The estimated cost is used to build the optimal quad-tree 
by omitting a large number of unnecessary partitions, which 
reduces the encoding time. Fan10, et al. take the motion vector 
of the conventional HEVC merge mode as a center and applies 
the motion estimation process around it and along the axis in 
a small search region. This approach improves bitrate saving. 
However, the encoding time is increased. The Test Zone 
(TZ) search algorithm in HEVC uses multiple search points 
at the start, making it difficult for real-time implementation. 
Pakdaman11, et al. uses a single search point at starting of 
the TZ search algorithm. The single search point is obtained 
by using the wavelet transform to analyse the current and 
reference frames. After analysing, similar points are identified 
and matched to determine the single search point. Jiang12, et 
al. proposed the approach to predict the optimised motion 
vectors by utilizing the motion consistency of the adjoining 
PUs. Similarly, the spatial correlation of neighboring CUs can 
be utilised to forecast the depth of the current CU. Gogoi and 
Peesapati13, et al. proposed a hardware architecture for motion 
estimation using a hybrid search pattern. The hybrid search 
pattern consists of hexagonal and square global patterns and 
two, three, and four-point local search patterns. This method 
minimises the encoding time by 11%. Bouaafia14, et al. uses 

the Support Vector Machine (SVM) and Convolutional Neural 
Network (CNN) approaches to predict the CU partitions during 
the Rate-Distortion Optimisation (RDO) search process. This 
approach reduces the encoding time. However, machine 
learning approaches are less suitable for real-time applications 
due to their high computational complexity. Erabadda15, et al. 
use the SVMs to classify the CU. The SVM is trained by using 
the texture and context features of the coding unit. In addition, 
the Bayesian probabilistic model is employed to improve 
the accuracy of the CU split decision. However, the SVM is 
trained with only five video sequences. Training with minimal 
data leads to the inaccurate prediction of CTU structure. Kuo16, 
et al. suggested an approach that lowers the complexity of 
the RDO search process by predicting the CU depth using the 
neighboring and co-located CU depth range. After determining 
the depth range, the context and texture information is used for 
early termination of the RDO search process and correcting 
the depth range prediction error. The early termination process 
decreases the encoding time. Huang17, et al. proposed the RD 
complexity optimisation scheme to preselect the CU depth 
and speed up the Transform Unit (TU) tree decision process. 
Moreover, the early Prediction Unit (PU) and CU termination 
algorithms are provided to decrease the encoding time. Lu18, et al. 
minimises the complexity of the encoder by generating the 
classification trees. The trees are generated by using the intra 
and inter features obtained after encoding using the conventional 
HEVC algorithm. The features provide the context and texture 
properties of PU, CU, and TU. Mallikarachchi19, et al. developed 
the online trained content-adaptive models to identify the CU 
size quickly. Moreover, the motion vector reuse scheme is 
introduced to lessen the encoder’s complexity. However, the 
models use limited data during the training process, providing 
unreliable results for certain features. Sharma and Arya20, 

optimise the parameters of the HEVC using the Non-dominated 
sorting genetic algorithm II to improve the compressed video 
quality. This approach concentrates on increasing the quality 
of video and decreasing the file size. Yan21, et al. reduce the 
complexity of the intra prediction by using the statistics of the 
rough mode decision method. In this process, the number of 
most probable modes is decreased based on the PU size. The 
decrease in the most probable modes decreases the complexity 
of the encoder.

Moreno22, et al. have presented an algorithm that 
minimises the encoder complexity by deciding the CU size 
based on the early termination condition. Kim23, et al. have 
proposed a method that bypasses the interpolation process of 
list 1 when the bi-predicted motion data of list 0 and list 1 
are the same. This strategy lessens the intricacy of encoder 
and decoder. Lee24, et al. have described an early skip mode 
scheme to reduce the encoder’s coding time. Ahn25, et al. use 
the spatial and temporal parameters to reduce the encoder’s 
coding time. Here, the decision of subdividing the CU is taken 
based on the motion and texture complexity. Purnachand26, et al. 
have developed an algorithm that omits the global search 
step only when the cost difference between the Initial Search 
Point and the current bock is lower than the threshold. The 
threshold value in this case is the lowest cost of temporal and 
spatially co-located blocks. By using this method and rotating 

Figure 1. Applications of HEVC in (a) Online video streaming 
and (b) Surveillance.

(a)

(b)



DEF. SCI. J., VOL. 72, NO. 1, JANUARY 2022

58

hexagonal search pattern, the complexity of the encoder is 
decreased. Rui Fan27, et al. suggested a technique that utilises 
the Priority Guided Fast Partial Internal Early Termination 
algorithm and motion complexity. The PU is categorised here 
based on motion, i.e., smooth, medium, or complex motion. 
Pan28, et al. have presented a new algorithm called adaptive 
Fractional Pixel Motion Estimation skipped algorithm. Here 
the children type PUs can be encoded based on the best motion 
vector29 of root PU using Integer Pixel Motion Estimation. 
Shen30, et al. suggested an algorithm that reduces complexity 
by skipping prediction modes that are not prevalently used at 
higher depths of the CU. The previously discussed algorithms 
use Three Step Search (TSS)31, improvements in TSS32-34, 
logarithmic search35, One dimension full search36, etc., to 
speed up the motion estimation process. These algorithms may 
reduce complexity by reducing the number of search points. 
However, there is a possibility of converging to local minima 
due to the early termination of the searching process. We have 
developed a Multi-Level Resolution Vertical Subsampling 
(MLRVS) algorithm to prevent the early termination of the 
searching process and improve the motion estimation speed.

In this paper, the MLRVS algorithm is proposed, which uses 
vertical subsampling and the complexity reduction algorithm 
to reduce the encoding time of the encoder. In addition, New 
Cross Diamond Diamond (NCDD) and New Cross Diamond 
Hexagonal (NCDH) search patterns are proposed to accelerate 
the motion estimation process. 

2. OVERVIEW OF MOTION ESTIMATION 
PROCESS DURING INTER PREDICTION IN 
HEVC
In HEVC, each frame is segmented into CTUs. It is 

possible to subdivide each CTU37 into coding units or the CTU 
itself as the CU. The size of CU can be 64, 32, 16, or 8. The 
CU contains one luma Coding Block (CB) and two associated 
chroma CBs. Every CU can be additionally partitioned into 
Prediction Units (PU). The size of PU should be less than or 
equal to the size of CU. The structure of CTU is shown in  
Fig. 2. The CTU can be split up to a maximum depth of four.

HEVC supports the PU partition modes like Merge/Skip 
mode, 2N×2N, 2N×N, N×N, N×2N, nL×2N, nR×2N, 2N×nD, 
and 2N×nU. The RD cost can be determined for PU partition 
modes by utilising the Eqn (1).

* minargmp MP mp pred mpmp D R∈= + l ×                                    (1)

For the reference picture list ‘MP,
Dmp→ Distortion, Rmp→ number of bits needed to transmit 

mp, and λpred→Lagrangian multiplier.
The distortion or SAD is calculated during the motion 

estimation process to find the RD cost. Motion estimation in 
HEVC plays a vital role in decreasing the bit rate for storing 
or transmitting the video signal. The TZ search algorithm 
(discussed in section 2.1) is used for motion estimation in 
HEVC. During the motion estimation process, for every block 
in the current frame, the appropriate matching block can be 
found in the previous frame inside the search area. Generally, 
SAD is the widespread matching criterion to find the distortion, 
which is used to find the best matching block in the previous 

frame for the block in the current frame. SAD is obtained by 
first calculating the absolute difference between each current 
block pixel and the corresponding pixel in the reference block. 
Then these differences are summed together to get the final 
SAD value. The SAD is calculated by using Eqn (2). Then the 
RD cost is calculated for the partition modes using the SAD 
value. Among PU modes, the best mode is the mode that has a 
lower RD cost.

,
( , ) ( , )A B

k l
SAD S k l S k l= −∑                                         (2)
         

where, ( , )AS k l → (k, l)th pixel in current frame-block, ( , )BS k l
→ (k, l)th pixel in reference frame-block.

Both current frame-block and reference frame-block are 
equal in size.

2.1 TZ Search Algorithm
The TZ Search algorithm38 is explained in the following 

steps
1. First, calculate the median predictor (discussed in section 

2.2).
2. After calculating the median predictor39, check whether 

the zero motion vector is the best starting point than the 
median predictor. Determine the best starting point.

3. Now consider the best starting point as an initial starting 
point and perform the first search.

4. In the first search, either diamond search40 or square 
search patterns can find the best motion vector. Here the 
search window can have a minimum distance of one to 
maximum distance of search range. The distance at which 
the point with minimum distortion occurs is considered as 
‘Best distance (BD).’

5. Now take the Best distance and check the following three 
conditions.
• If the BD is zero, the searching process stops
• If 1 < BD < iRaster, perform refinement directly.
• If BD> iRaster, perform a raster scan by taking the 

value of iRaster as a stride length.
The raster search process can be done on a whole search 

window if the difference between the starting position and the 
first phase motion vector is too significant.
6. If the best distance in the previous search is not zero, apply 

the star or raster refinement. During this refinement stage, 
the last search’s best motion vector is taken as the starting 
point. Here the distance is in the range of one to search 
range. Diamond or square search patterns are used in the 

Figure 2. Structure of CTU with coding unit depths ranging 
from 0 to 3.
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refinement process. During star refinement, the distance 
is multiplied by two in each iteration until it reaches the 
search range. During raster refinement, the distance can 
be divided by two in each iteration until it goes one.

2.2 Median calculation in HEVC
In HEVC, the median predictor is obtained
using the Predictors A, B, and C. Predictors A, B, and C are 

the left, top, and top right predictors for the median predictor, 
as shown in Fig. 3. The median predictor is calculated by using 
Eqn (3).

( , , ) ( , ( , )) ( , ( , ))Median A B C A B C Min A Min B C Max A Max B C= + + − − 
                              ( , , ) ( , ( , )) ( , ( , ))Median A B C A B C Min A Min B C Max A Max B C= + + − −                        (3)

and MVx, MVy, MVz); Frame, Orig; best Distance (Db); 
Distance, (D1, D2, D3);

Output: Best Motion Vector (BMV)
1. Initialisation: MV=(0,0); TotalCost=∞
2. (Start Prediction)
3. for tmpMV∈  (MV, MVx, MVy, MVz) do
4. tmpMV = getCost(tmpMV, Sr , P );
5. if tmpCost<TotalCost then
6. Cost = tmpCost; MV = tmpMV ;
7. end if
8. end for
9. Db={1,2,4};
10. HalfResolutionframe(HR)= evenRows(Orig);
11. QuarterResolutionframe(QR)=evenRows(HR);
12. (D1,M1) = SearchPattern(Db, MV,Sr, P, QR);

13. (D2,M2)= SearchPattern(D1, M1, 
2

rS  , P, HR);

14. (D3, BMV) = SearchPattern(D2, M2, 
4

rS , P, Orig);

→(Search pattern can be NCDD or NCDH)
15. Db =D3;
16. (End Prediction)
17. if Db = 0 then
18. Stop the searching process
19. Else
20. Perform refinement operation
21. endif

Step1: Find the median predictor using Eqn (3).
Step2: After median prediction, extract the Half 

Resolution (HR) and Quarter Resolution (QR) frames using 
the frame extraction process. To create the HR and QR frames, 
vertical subsampling is used. The representation of the vertical 
subsampling frame extraction process can be observed in Fig. 5.

Initially, the original frame (Orig) of (M×N) size is taken 
and subsampled. M and N represent the number of rows and 
columns of the frame. The vertical subsampling is used to 
reduce the resolution of the original frame. The HR frame, 
which is of size (M/2 × N), is obtained by considering the 
original frame’s even rows, and the QR frame is obtained by 
considering the even rows of the HR frame.

Step 3: After extracting QR and HR frames, apply the 
motion estimation process to find the Best Motion Vector 
(BMV). In this algorithm, the BMV is obtained by first 

Figure 3. Median predictor prediction using left, top, and top 
right predictors.

Figure 4. The framework of the proposed research.

3. PROPOSED WORK
The framework of the proposed research is shown in 

Fig. 4. The encoding process involves motion estimation, 
inter prediction, transform, quantisation, and entropy coding1 
to generate the bitstream. This paper proposes the MLRVS 
algorithm to accelerate the motion estimation process. The 
algorithm involves vertical subsampling and motion estimation 
using newly proposed search patterns in the vertical sub-
sampled frames. Besides, a complexity reduction algorithm 
is used during the inter-prediction and quantisation process 
to reduce the encoding time. The MLRVS algorithm and the 
complexity reduction algorithm are explained below.

3.1 MLRVS algorithm
The MLRVS algorithm shown in Algorithm 1 is explained 

in the below steps.

(a)  Algorithm 1 MLRVS algorithm
Input: Prediction Block, P; Search region, Sr; Motion 

Vectors, (MV, M1, M2); zero MV and Neighbours, (MV(0,0) 
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calculating the Motion Vector M1 in the QR frame. We use the 
search patterns like NCDD or NCDH to find the motion vector. 
After the searching process, take the M1 of the QR frame as an 
initial search point in the HR frame and find the Motion Vector 
M2 in the HR frame. Finally, take the M2 of the HR frame as 
an initial search point in the original frame and find the original 
frame’s Best Motion Vector (BMV) using the search pattern.

The advantage of this process is the possibility of 
converging towards local minima is significantly less.

The Vertical Subsampling (VS) with SAD computations 
are obtained by using Eqn  (4).

1
12

0 0
(2 , ) (2 , )

M
N

i j
VS P i j Q i j

−
−

= =

= −∑∑                                       (4)

where M = the Total number of rows in a block, N = Total no of 
columns in a block, P = original block, Q = reference block.

(b) Complexity reduction algorithm
This section presents the complexity reduction algorithm 

to decrease the H.265 encoding time. The flowchart representing 
the complexity reduction algorithm is shown in Fig. 6. The CUs 
of size 2N×2N at each depth are taken, where N can be 4, 8, 16, 
or 32. Then the RD cost (J) is measured by using Eqn (5).

J D R= + l×                                                                 (5)
where, R→ Number of bits required to transmit, λ → Lagrangian 
multiplier, D =Distortion.

Distortion is obtained by calculating SAD between the 
original frame-block and reference frame-block, shown in  
Eqn (6).

,
( , ) ( , )A B

e f
Distortion S e f S e f= −∑                              (6)

where, ( , )AS e f  → (e, f)th pixel in the current frame-block, 
( , )BS e f → (e,f)th  pixel in the reference frame-block.

Let JC represents the RD cost of Current CU, and JB 
represent the RD cost of Best CU. Here, the Best CU is the 

CU having lower RD cost. The Best CU cost is determined 
based on the Eqn (7).

,
,

C C B
B

B

J if  J J
J

J otherwise
<

= 


                                                 (7)

Now update the prediction data and reconstruction data. 
After finding the RD cost, check whether the RD cost of the skip 
( Js) is less than the RD cost of merge mode (Jm ) or not. Let N 
represents the maximum number of merge candidates and skip 
candidates. The number of merge candidates is signaled in the 
slice header. Usually, the N value is five. The merge RD cost at 
each depth can be calculated using Eqn (8).

1

0

1
d u k

N

m m
k

J J
N −

−

=

= ∑                                                            (8)

Similarly, the skip RD cost
dsJ can be calculated using 

Eqn (9).
1

0

1
d v p

N

s s
k

J J
N −

−

=

= ∑                                                             (9)

Here, d is the current CU depth, u, v represents the 
number of merge modes, skip modes treated as best PU modes 
for particular CU size, and 

u kmJ
−

, v psJ
− represents the rate-

distortion cost of thk merge mode and thp  skip mode.
During block merging, the Merge flag specifies that block 

merging is utilised to get the motion data for PU. Merge index 
is used for determining the candidate present in the merge 
list. In block merging, the skip mode with the skip flag is 
incorporated.

If sJ < mJ , then skip the computation of RD cost for the 
remaining modes. Otherwise, perform the RD computation for 
all other PU modes.

After performing the RD computations, the early 
skip condition is checked by gathering the Coded Block 
Flag (CBF) and residual information. The skip condition is 
shown in Eqn (10).

, ( 0 0)
mod

,
True if residual  and  CBF

skip e
False otherwise

= =
= 


         (10)

CBF is used to indicate whether the Transform Block 
(TB) has any significant non-zero coefficients or not. 
Generally, after calculating the prediction residual, each 
CU is divided into TBs. Each TB can be 32×32, 16×16, 
8×8, or 4×4 in size. The condition of CBF is shown in Eqn 
(11).

0,
1,

if  all  coefficients in TB are zero
CBF

else


= 


          (11)

The time required for encoding is saved by checking 
the coefficients of the quantised block. The coefficients 
are checked by using the CBF. If the block has all zeros, 
then the coding of that block can be skipped, which saves 
encoding time.

Let ’earlycu’ is the variable used for the determination 
of the CU early. The ’earlycu’ condition is checked by 

Figure 5. Frame extraction process.

Figure 6. Flowchart of the complexity reduction algorithm.



SAIRAM & MURALIDHAR : A MOTION ESTIMATION BASED ALGORITHM FOR ENCODING TIME REDUCTION IN HEVC

61

using the Eqn (12).

, (0)
,

True if  skip  is high
earlycu

False otherwise


= 
                         

(12)

Here’ skip (0)’ checks the skip flag of the luma component. 
If the skip flag of the luma component is skipped, it returns 
true, which means the block is skipped. The advantage of this 
process is for the skipped CUs, the splitting and finding of RD 
cost can be avoided, which results in a decrease in encoding 
time.

(c) Search Patterns
This paper proposes two search patterns: New Cross 

Diamond Diamond (NCDD) and New Cross Diamond 
Hexagonal (NCDH) search patterns. In these search patterns, 
center biased searching is used and also allows halfway search 
stop. The search patterns are explained below.

New Cross Diamond Diamond (NCDD) search and New 
Cross Diamond Hexagonal (NCDH) search

In the MLRVS algorithm, the NCDH search pattern is 
used, which is formed by adding the third stage to the cross 
diamond hexagonal search41, as shown in Fig. 8. The NCDD 
and NCDH patterns shown in Figs. 7 and 8 are explained.

Step 1: Perform a small diamond search by considering the 
median predictor as an origin (0, 0). Here four points around 
the origin are considered, with distance one for finding the best 
motion vector. The four search points are indicated by ‘•.’ If the 
best motion vector is the same as the origin, then the searching 
process stops; otherwise, move to step2.

Step 2: Again, consider the median predictor and make 
it an origin. Now take the four search points indicated by ‘Δ’ 
with a distance of two around the origin. If the best motion 
vector after searching is the same as the origin, the search 
stops; otherwise, move to step 3.

Step 3: Now consider the two nearby search points 
indicated by ‘▄’ close to the best motion vector of step 2. Here 
the best motion vector can be found among the three search 
points, including the best motion vector of step 2.

Step 4: (a) If the search pattern is NCDD, then the eight-
point diamond search is applied by considering the best motion 
vector of step 3 as a center. If the obtained motion vector after 
searching is the same as the center, stop the searching operation. 
Otherwise, move to step 5.

(b) If the search pattern is NCDH, then the six-point 
hexagonal search is applied by considering the best motion 
vector of step 3 as a center. Stop the searching process if the 
center point has a minimum distortion value. Otherwise, move 
to step 5.

Step 5: Perform a small diamond search (like step 1) by 
considering the obtained motion vector as the center. The point 
with minimum SAD value is the best matching point.

4. EXPERIMENTAL RESULTS
In this paper, HEVC reference software HM 16.542 is used to 

implement the proposed method. Seventeen different sequences 
with different resolutions are used to evaluate the output of 
the proposed method. We also measured the RD performance 
loss of the proposed algorithm using the Bjontegaard delta 
bitrate (BD-BR)43,44 and compared it with the state-of-the-art 
techniques; Lee24, et al., Liu45, et al. and Mallikarachchi19, et 
al. Table 1 show the experimental conditions needed to verify 
the performance of the MLRVS algorithm. The percentage of 
Time Saving (TS) can be calculated using Eqn  (13).

( )(%) 100orig prop

orig

T T
Time Saving  TS

T
−

= ×                    (13)       

Figure 8. NCDH search pattern.

Figure 7. NCDD search pattern.

Table 1. Experimental conditions

Maximum CU and TU size 64×64 and 32×32
Configuration Encoder_randomaccess_main
QP values 22, 27, 32, and 37
Maximum CU and TU depth 4 and 3
GOP Size 8
Search range 64
Number of frames to be encoded 100
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With the fast encoding options, the conventional HM 
reference software HM 16.5 is used as an anchor method.

As discussed before, the main objective of the 
proposed method is to minimise the encoding time. The 
search patterns NCDD or NCDH can be used in place 
of the proposed method’s search pattern. The proposed 
method using each search pattern is simulated separately 
and analysed the results. Table 2 compares the proposed 
method using the NCDD search pattern (Prop +NCDD) 
with the standard HM 16.5. The findings indicate that the 
encoding time is reduced by 55% at the cost of a 0.31dB 
decrease in YPSNR and an 8.06% increase in bit rate. The 
proposed method using NCDH (Prop+NCDH) search 
pattern is also simulated and compared with HM 16.5 
method. The outcome shows that the approach proposed 
significantly decreased the encoding time by 56% with 
minimal video quality degradation, i.e., 0.23dB. The 
experimental results of the Partyscene video sequence at 
QP=37 for a proposed method with NCDD and NCDH 
search patterns are shown in Fig. 9. The proposed method 
encoded the video sequences with an accuracy of 92%. 

Table 3 compares the proposed methods (Prop+NCDD 
and Prop+NCDH) with Lee24, et al. and Liu45, et al. by 
making HM 16.5 reference method as an anchor. The 
authors in Lee24, et al. reduced the encoding time by 
32% using the early skip mode decision with slight 
RD performance loss. The results in Table 3 show the 
complete domination of the proposed method compared to  
Lee24, et al. in encoding timesaving. Even though the 
bit rate is increased, the proposed method’s timesaving 
percentage is almost 40% more than Lee24, et al.

The authors in Liu45, et al. use the machine learning 
approach to reduce the encoding time for finding the CU size. 
The proposed method in Liu45, et al. reduces the encoding 
time by 49% on average with 0.45dB loss in video quality 
and an 8.83% rise in bit rate. For a few video sequences 
like RaceHorses, BasketballDrill, and PartyScene, the 
approach in Liu45, et al. saves more encoding time than 
our proposed method. The proposed method outperformed 
the Liu45, et al. method for the remaining video sequences 
in timesaving, bit rate, and YPSNR. The proposed method 
can obtain more encoding time saving than the machine 
learning approach without sacrificing much coding quality. 
We have also compared the performance of the proposed 
method with the Mallikarachchi19, et al. approach. The 
experimental findings show that the state-of-the-art 
method achieved good RD performance. However, only 
47% of encoding time was saved, which is less compared 
to our proposed method.

Generally, the Peak Signal to Noise Ratio (PSNR) is 
calculated using the Eqn (14).

2

10 2

(2 1)10log
( )

bitdepth

i i
i

W HPSNR
O D
− × ×

=
−∑

                      (14)
 

where, bitdepth = each pixel bit depth, H= Number of 
vertical pixels, W = Number of horizontal pixels, iO = 
reference picture pixel value, iD = Decoded picture pixel 
value, i = pixel address.
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Figure 9. Experimental results for Partyscene video sequence 
at QP=37 for (a) HM 16.5 (b) Prop+NCDD  
(c) Prop+NCDH. Ta
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As human vision is more sensitive to luminance (Y), 
the YPSNR is considered instead of PSNR for drawing the 
RD curve. Figure 10 shows an example of RD curves for 
BQSquare, BQMall, Cactus, and FourPeople, respectively. 
The RD curves indicate that the proposed approach can 
maintain the video’s quality the same as that of the regular 
HM 16.5. The RD performance loss due to the proposed 
method is slightly larger than standard HM but tolerable and 
even smaller than the machine learning approach method. 
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In this paper, the encoder_randomaccess_main configuration 
is used, which uses the hierarchical Bidirectional structures. 
This configuration provides higher efficiency but with a more 
significant delay compared to the other configurations.

5. CONCLUSIONS
In this paper, the MLRVS algorithm is used to minimise 

the encoding time of the HEVC encoder. The algorithm 
uses vertical subsampling, which decreases the number of 
computations needed to find the motion vector. Besides, two 
search patterns are proposed, which helps to quicken the 
motion estimation process. Moreover, the complexity reduction 
algorithm is used to lessen the time required for coding the 
coefficients. The proposed algorithm with two different search 
patterns is simulated individually. The results exhibit that the 
proposed algorithm has reduced the encoding time by 56% 
with NCDH and 55% with NCDD search patterns compared 
to the HM 16.5 standard. The results exhibit that our proposed 
method saves more encoding time than the state-of-the-art 
methods with slight RD performance loss.

In future research work, we will design the Long short-
term memory (LSTM) neural network to predict the coding 
unit size in less encoding time with high efficiency.
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