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AbStrAct

 In Through-wall Imaging (TWI) system, shape-based identification of the hidden target behind the wall made 
of any dielectric material like brick, cement, concrete, dry plywood, plastic and Teflon, etc. is one of the most 
challenging tasks. However, it is very important to understand that the performance of TWI systems is limited by 
the presence of clutter due to the wall and also transmitted frequency range. Therefore, the quality of obtained 
image is blurred and very difficult to identify the shape of targets.  In the present paper, a shape-based image 
identification technique with the help of a neural network and curve-fitting approach is proposed to overcome the 
limitation of existing techniques. A real time experimental analysis of TWI has been carried out using the TWI 
radar system to collect and process the data, with and without targets. The collected data is trained by a neural 
network for shape identification of targets behind the wall in any orientation and then threshold by a curve-fitting 
method for smoothing the background. The neural network has been used to train the noisy data i.e. raw data and 
noise free data i.e. pre-processed data. The shape of hidden targets is identified by using the curve fitting method 
with the help of trained neural network data and real time data.  The results obtained by the developed technique 
are promising for target identification at any orientation.
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1. IntroductIon
Through-wall imaging detection and identification are 

one of the most challenging tasks for military applications, 
surveillance and security of the public and their assets 
because hidden targets cannot be sensed through conventional 
techniques. In this domain of these applications, a key challenge 
for these applications is not only to find the presence of  
various targets behind the wall but also to identify their shape 
and size. Researchers have implemented ultra-wideband 
microwave imaging radar, based on the stepped frequency 
mode, to penetrate through concrete wall materials and make 
smart decisions about the contents of buildings, but still trying 
to develop some intelligence techniques to identify the hidden 
objects. Nevertheless, the deep machine learning and soft 
computing methods have been used to classify the targets in 
different domain applications1,2. As a microwave imaging radar 
based on the stepped frequency continuous wave (SFCW) 
technique is commonly applied to various practical applications 
including civil engineering3,4, detection of pipes and cables 
buried in the ground5,6, through-wall radar imaging7–11, medical 
imaging12, feature estimation of the road surface layer13, and 
many applications of ground penetrating radar (GPR)14-17. 

SFCW radar also has various advantages such as, high 
receiver sensitivity and high mean transmitter power. It does 
not only offer good capability of detecting the targets but also 
improves range accuracy, facilitates clutter rejection, and helps 
in suppressing the multipath propagation7. 

In recent years, many artificial intelligence problems have 
been solved using convolutional neural networks (CNNs). 
CNN offers a lot of advantages over the other machine 
learning methods in resolving complicated learning tasks. In 
conventional identification methodologies, various features 
such as colours, edges and corners are physically extracted 
and designed and after that support vector machine (SVM) 
techniques are used as traditional classifier18, 19. 

In literature, through-wall imaging system has been 
classified into two categories: one is based on image detection 
and the other is on feature extraction. The first category uses 
the beam focusing algorithms such as back projection, delay 
and sum, etc. The beam focusing parameter, an accurate 
wall characteristic estimation, is one of the main challenges 
of through-the-wall imaging (TWI) system. The propagation 
velocity of electromagnetic wave (EM) waves is affected by 
dielectric constant and thickness of the wall. Therefore, the 
wall parameters such as thickness and dielectric constant needs 
to be estimated precisely. A small error in the wall parameters Received : 12 January 2021, Revised : 02 February 2021 
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results in blurring of the target image and subsequently, 
declines  signal-to-clutter ratio (SCR)20,21. Hence, the quality 
of the image is not as good as per actual shape and size of 
the target. The second category offers to extract the significate 
features of the target such as movement characteristics22, 23, 
vital signs24 of the target and pole-extraction approach for the 
estimation of unknown parameters of a multi-layered wall25. 
Although, the most important disadvantage of these methods 
is that, it can only find the presence or absence of targets. The 
shape of targets has been detected by using artificial neural 
network26. In this paper, authors used a binary image for 
training the neural network. These types of techniques are 
suitable for regular shapes of targets but for complex-shaped 
targets such as dummy metal shape of a man, it is very difficult 
to generate a binary image. The shape of metallic cylinder 
targets has been detected by a dynamic differential evolution 
(DDE) stochastic searching algorithm but this technique is 
not suited for low dielectric targets such as wood and tiles 
due to low E-field scattering27. A time-delay difference curve 
(TDDC) has been used to estimate the target’s contour behind 
walls with known wall parameters using UWB-SP radar28. 
The width of low dielectric targets such as Teflon has been 
detected by a low rank approximation method in which clutter 
reduction technique as singular value decomposition (SVD) 
is used to decompose the data into a low rank component i.e. 
largest Eigen value of image29.

In this paper, a target database of various orientation 
for TWI has been used for ANN training for known wall 
parameters. The trained ANN data has been correlated with 
real time target data for shape identifying and the same trained 
data has been used to estimate the threshold by a curve fitting 
technique. Therefore, the proposed novel shape identification 
technique with fusion of artificial neural networks and real 
time TWI target data followed by curve fitting method and 
correlator has been used for the smart threshold decision of 
targets through the wall. 

2. ExpErImEntAl SEt up And dAtA 
collEctIon   
SFCW is a frequency-domain pulse synthesis method that 

has been applied to radar systems for data collection. In order 
to have full imaging information, the target is scanned in two 
orthogonal directions, i.e., horizontal (along the width) and 
vertical (along the height), to cover the target completely. This 
scanning method is called C-scan7-11. C-Scan data is collected 
by moving TWI antenna in the horizontal direction at 30 
different locations and, at 25 different vertical locations each 
with 5 cm step size, both in horizontal and vertical directions. 
The dimension of C-scan data is (201x30x25), where, 201 
is the number of frequency points. C-scan provides valuable 
information about the complete shape of a target in  terms of 
width and height. 2-D images (30x25) are generated from 3D 
C-scan data by taking the slice at particular range bin that is 
decided by the range profile of targets26. The obtained images 
have been normalised and they are called raw images30. 
Frequency range from 1 GHz to 3 GHz (BW=2 GHz) chosen 
for shape identification of the target. The range and cross-range 
resolution of SFCW radar are very important parameters to 

distinguish between two closely spaced targets in down range 
and lateral directions, respectively26, 29. The range resolution 
is (Δy=C/2PΔf=7.5 cm), where C is speed of EM wave, N 
is the number of frequency points and Δf is the frequency 
step size. The one port S-parameter, S11 was collected at P 
= 201 frequency points, i.e., frequency step size of 10 MHz 
(Δf= BW/P−1=10MHz). The distance between TWI system 
and the front side of the wall is 40 cm, thickness and the 
dielectric constant of the wall are 20 cm and 5.4, respectively 
and distance between the back side of the wall and target is 80 
cm. The cross-range resolution (ΔX=λR/D=9.3 cm) where λ is 
the minimum wavelength of transmitted signal, R is standoff 
distance between targets and TWI setup and D is the lateral 
dimension of synthetic aperture, i.e. (5 cm × 30= 150 cm). 
The scanning step size should be less than the cross-range 
resolution30. 

 A total of 120 samples are captured by the TWI system 
for the metal, wooden and tiles target of different shapes and 
size in different orientations as shown in Table 1. The strength 
of the collected samples depends on the target characteristics, 
like permittivity, shape, orientation, etc. The signal strength 
of a metallic target is stronger than the wooden and tile-based 
targets, because of its permittivity. The metallic rectangular, 
circular, triangular, dummy metal man, square wood and tile 
targets have been placed behind a 20 cm thick concrete wall and 
rotated from -45° to +45° at 5° rotation step-size. 19 readings 
have been taken by the single target; there are 6 targets so 114 
readings have been obtained for targets behind the wall and the 
remaining 6 readings have been taken of the empty scene. 

3. propoSEd SchEmE
TWI data may be corrupted by clutter and noise, due 

to variation in wall characteristics and target characteristics. 
Clutter is interpreted by any unpredicted and uneven reflections, 
which can be presented in the collected TWI data, hence TWI 
interpretation is not an easier task. Behind the wall, metal sheet, 
wood, tiles, and the empty scene have been considered as the 
target for TWI experiment. The present paper is focused on 
shape identification of a subjected target by using ANN, curve 
intersection and correlation technique. Figure 1 describes the 
proposed scheme of shape identification for the experiment. 

Figure 1. Proposed scheme of shape identification for TWI 
experiment.
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table 1. description of targets with orientation and corresponding Id

S. no target target orientation target Id

1

Rectangular metal sheet 61cm x 55cm (length x breadth) and 3mm thick

-45°, -40°, -35°, -30°, -25°,-
20°,-15°,-10°,-5°,0°, +5°,+10°
,+15°,+20°,+25°,+30°,+35°,+4
0° and +45°

MRT1 to MRT19
MRT means Metal 
Rectangular Target

2

Diameter of circular metal sheet is 40.5 cm and 1mm thick

-45°, -40°, -35°, -30°, -25°,-
20°,-15°,-10°,-5°,0°, +5°,+10°
,+15°,+20°,+25°,+30°,+35°,+4
0° and +45°

MCT20 to MCT38
MCT means Metal 

Circular Target

3

Dimension of triangular metal sheet is 58.5 cm (length of each side) and 
3mm thick

-45°, -40°, -35°, -30°, -25°,-
20°,-15°,-10°,-5°,0°, +5°,+10°
,+15°,+20°,+25°,+30°,+35°,+4
0° and +45°

MTT39 to MTT57
MTT means Metal 
Triangular Target

4

Square wood sheet 45cm x 45cm (length x breadth) and 5mm thick

-45°, -40°, -35°, -30°, -25°,-
20°,-15°,-10°,-5°,0°, +5°,+10°
,+15°,+20°,+25°,+30°,+35°,+4
0° and +45°

WST58 to WST76
WST means Wood 

Square Target

5

The dimension of Square Tile is 45 cm x 45 cm (length x breadth) and 10 
mm thick

-45°, -40°, -35°, -30°, -25°,-
20°,-15°,-10°,-5°,0°, +5°,+10°
,+15°,+20°,+25°,+30°,+35°,+4
0° and +45°

TST77 to TST95
TST means Tiles 

Square Target

6.

Dummy metal man shape and its thickness is 3 mm 

-45°, -40°, -35°, -30°, -25°,-
20°,-15°,-10°,-5°,0°, +5°,+10°
,+15°,+20°,+25°,+30°,+35°,+4
0° and +45°

DMT96 to DMT114
DMT means dummy

Metal man Target 

6

Empty Scene

EST115 to EST120
EST means Empty 

Scene Target
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The collected TWI data for various known and unknown targets 
has been trained by ANN. The trained data is correlated with 
real time TWI data. Output of correlator has been thresholded 
by a curve fitting intersection method. The detail of the method 
has been discussed in sub-section 3.2. 

The overall developed scheme is summarised in the 
following steps:
(a) Random collection of l nos. of TWI data, whether target 

is present behind the wall or not.
(b) Trained collected data (noisy and noise free) by Artificial 

Neural Network (ANN) for least mean square error 
(MSE).

(c) As MSE is achieved then training will be stopped. 
(d) Trained data and real time TWI target data will be 

correlated with each other.
(e) If the target is present, then some shaped target and clutter 

will be the result, otherwise only background image will 
be there.

(f) Curve fitting method is applied on randomly collected 
TWI data and on ANN trained data.

(g) The threshold is estimated by finding the intersection 
point of both data (TWI data and ANN data).

(h) The threshold decision removes the unnecessary noise 
data, resulting in image formation of the target and also 
its shape is identified

3.1 data organisation for Artificial neural 
network (Ann)
3 D C-scan data has been collected for the metallic, 

wooden, tiles and empty scene target of different shapes and 
size in different orientation and converted in 2D (M×N) from 
3D C-scan data by taking the slice at particular range bin that is 
decided by the range profile of targets26. A total of 120 samples 
are captured by through-wall radar imaging system. let TWI 
data is denoted by Z, which is noisy data and has the dimensions 
of M×N. Here, M represents the number of horizontal scanning 
points and N represents the number of vertical scanning points 
for a specific target. If noise/clutter in TWI measurement 
represented by Y and noise free data represented by X. let Y 
be the noise of dimensions of M×N, if noise mix in TWI noise 
free data, i.e. X, which may be given as29:

Z X Y= +                                                                    (1)  
where Z represents the Noise mix TWI data or raw data, which 
also have the same dimension as X. There may be a possible 
noise, Y, correlated or uncorrelated with TWI data X. Consider 
Z data for a metal target, wood sheet target, tiles, and empty 
scene etc., i.e. the data should be considered for a variety of 
targets behind the wall. Collected data for various considered 
targets may be represented by the following equation:

{ }1 2 3, , ,............, nL Z Z Z Z=                (2)                      

where, L represents the set of collected data for n number of 
targets, which may also include the data of without any target.

The bunch of collected data L is given to the input of 
ANN. The structure of ANN is depicted in Figure 2, where 
L is considered as input data, which includes data of multiple 
kinds of targets. Each l data represents the node input to ANN. 
Output of each input node given as input to hidden layer node. 

Hidden layers connect the input node and the final output node 
through a transfer function. After completion of the training as 
given in steps (i) to (iv) of section (3), ANN trained output data 
goes to output nodes.

For training of ANN, Noise free target data has been made 
by statistical analysis of measured noisy target data. Suppose 
measured noisy target data is represented by Zmeas. Applying 
data windowing, subtracting wall thickness, and finally apply 
background subtracting by using averaging technique, we get 
the noise free target data XNFREE

26, 29-30. Rectangular windowing 
technique has been used to remove the antenna-air interference30. 
The known wall parameters are used for velocity correction so 
that focused image can be obtained29. The average subtraction 
method is used as background subtraction to remove the clutter 
as well as the noise of image26. Mathematically, XNFREE may be 
given by following equation:

( ) wall parameters estimation
Avarage( )

NFREE meas

meas

X Windowed Z
Z

= −
−    (3)                      

Collectively, the bunch of XNFREE may be represented by 
the following equation: 

1 2 3{ , , ,..., }NFREE NFREE NFREE NFREE nP X X X X=          (4)                      

where P represents the set of target’s noise free data, which 
is used as reference input of ANN. ANN model consists the 
three stage such as the input stage, hidden layer stage, and 
output stage26,30. The prime task is to identify the shape of 
targets through the concrete wall at any angle. To resolve such 
problem, six targets such as the metal rectangular sheet, metal 
circular sheet, metal triangular sheet, wood square sheet, tiles 
and the empty scene have been taken and rotated between -45° 
to +45°, at every 5° behind the wall. Hence, data set of 120 
samples are made with nineteen dissimilar rotation directions 
(-45° to +45) for six targets and six without target readings 
have been taken (19x6+6=120). For identifying the shape of 
the target, 102 random selected data (85%) out of entire 120 
samples data have been selected to train ANN model and for 
testing and for the validation of the trained neural network, 
the remaining 18 data (15%) has been considered26. The input 
stage consists of (30×25, 102) data sets, where the dimensions 
of the single image is (30×25) and total 102 such images have 
been considered to train the ANN model. To recognise the 
shape of targets behind the wall, a multilayer feed-forward 
neural network (MFFNN) is used which consists of a pattern 
recognition network with the sigmoid transfer function and 
scaled conjugate gradient (SCG) training function in both the 
output layer and hidden layer26. In our proposed NN model, 
hidden layer consists of 50 neurons. The weight and bias value 
of hidden layer has been updated according to SCG function 

Figure 2. Ann Structure for tWI.
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and output of the network, which should be valued between 0 
to 1, has been constrained by a sigmoid transfer function.

Before starting training through ANN, l and P set of 
data have been assigned as input (noisy data) and reference 
data (noise free) to train ANN, whose dimensions are (30×25, 
102), respectively26. To identify the shape of targets and 
making it rotation invariant, single reference data is assigned 
to all input data for the same type of target. For example, 
for metal rectangular targets, the same reference data that 
generated at 0ᵒ orientation has been assigned to all nineteen 
metal rectangular input data. Now train ANN and observed the 
variation in mean square error (MSE). When variation will be  
imperceptible, ANN is considered as trained for our reference 
target data set P.

3.2 target Identification for tWI
let trained ANN data is represented by XANN and real-time 

TWI data (i.e. not used for training ANN) for the considered 
target is represented by Zrealtime. The image has been obtained 
from real time data by taking the slice at a particular range bin 
of 3D C-scan data, which is shown in Fig. 3. As from Fig. 3, 
there is no clue about target shape and features of targets, 
therefore, correlated the XANN and Zrealtime observe the results, 
shown in Fig. 4. Some target shape information is extracted 
after correlation, but few background noise components are 
still present in the image. So, there is a need to threshold the 
image with some means and filter out the background noise. 

3.3 threshold decision
The threshold decision is required for filtering of the 

background noise component and clear identification of the 
target. For deciding the threshold, find the intersecting point 
between input data set P (from Eqn (4)) and ANN trained data 
XANN by curve fitting and root mean square error method31. 
Further, take the real time pre-processed (windowing, wall-
parameter subtracting and averaging for subtracting the 
background) considered target data, which is represented 
by Xrealtime. Now, both data XANN and Xrealtime fitted on 
polynomial, which is given by the following equation:

( ) 1 2
1 2 3 1 ...n n n

np x p x p x p x p− −
+= + + + +              (5)

where, p(x) is nth order polynomial, 1 2 1, , ., np p p +……… are 
its coefficients and x is input to polynomial. The coefficients 
of polynomial are obtained by the curve fitting approach on 
the basis of coefficient of determination (R2) values which are 
greater than 0.9 31-32. 

We got two polynomial curves, one for XANN and another 
for Xrealtime. Both fitted polynomial may intersect to each other, 
that intersecting point can find by difference of the fitted 
curve gives the intersection points for a root mean square 
error (RMSE). The final threshold value has been calculated 
by computing the ratio of the estimated threshold to measured 
threshold. The estimated threshold value is calculated with the 
help of XANN data set and measured threshold value is calculated 

Figure 4. trained Ann image of (a) metal circular target  
(b) metal rectangular target (c) tile target (d) metal 
triangular targets (e) Wood square target and  
(f) dummy metal man target.

Figure 3. raw image of (a) metal circular target (b) metal 
rectangular target (c) tiles target (d) metal triangular 
targets (e) Wood square target and (f) dummy metal 
man target.

(d)

(a) (b)

(c)

(e) (f)

(d)

(a) (b)

(c)

(e) (f)



DEF. SCI. J., VOl. 71, NO. 3, MAy 2021

400

with the help of Xrealtime. The intersection of the curve has been 
shown in Figure 5. In Fig. 5, y-axis represents the threshold for 
XANN and X-axis represents the threshold for Xrealtime. 

If both curves intersect at one common point, the threshold 
value may be calculated by following relation:

ANN

meas

Th
Threshold

Th
=                                                        (6)                      

where, measured threshold by Xrealtime denotes as Thmeas and 
estimated threshold by XANN denotes as ThANN.

The curves may intersect at multiple points, the final 
threshold value calculation is tricky in this case. let consider 
Fig. 5, where curves are intersected at two points, so threshold 
for Fig. 5 is given by the following relation:

max min

max min

0.02452 0.02435 0.00017 0.00154
0.1995 0.0891 0.1104

ANN ANN

meas meas

Th Th
Thresholdmultiple

Th Th

Thresholdmultiple

−
=

−
−

= = =
−  

(7)
Once threshold has been decided by Eqn (7), it is applied 

on ANN trained images, as shown in Fig. 4. The obtained 
threshold images are shown in Fig. 6. Here, image intensity 
has been compared with the threshold. If it is less than the 
threshold, considered as background, otherwise, treated as 
target intensity. The final threshold images, which are shown 
in Fig. 6, are clearly visualising the target shapes by making 
smooth background as compare to Figs. 3 and 4. Hence, 
developed real-time target’s shape identification methodology 
is promising. 

The proposed technique is tested on various considered 
targets and its results are shown in Table 2. Targets ID MCT28, 
MTT51, TST88 and EST indicate the metal circular target at 
-5° orientation, the metal triangular target at 15° orientation, the 
tile target at 10° orientation and the empty scene, respectively. 
Therefore, the developed technique is not only able to detect 
the shape of targets behind the concrete wall but also makes it 
rotational invariant. 

table 2. Final results of the image reconstructed using proposed 
technique

S. no. target Id raw image Final image

1 MCT28

2 MTT51

3 TST88

4 EST

*MCT, MTT, TST, EST represent metal circular target, metal triangular target, 
tile square target, empty scene target respectively. Figure 5. Curve fitting graph for XANN data and Xrealtime data.

Figure 6. threshold image of (a) metal circular target (b) 
metal rectangular target (c) tiles target (d) metal 
triangular targets (e) Wood square target and (f) 
dummy metal man target.

(d)

(f)(e)

(a) (b)

(c)
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4. concluSIonS
In the present paper, microwave imaging radar system 

based on SFCW mode has been used for data collection. 
C-Scan image has been generated by considering the maximum 
intensity point in range profile graph. This is called raw image, 
which is corrupted by noise and clutter due to variation in wall 
characteristics. Various image processing techniques such as 
windowing and back ground subtraction have been used for 
noise and clutter removal to obtain noise free image. Further, 
the raw image and noise free image has been used to train 
the neural networks. Threshold value has been selected by 
intersectional point of curve fit with the help of raw image data 
and trained ANN data. To validate the proposed techniques, 
real-time fresh TWI data has been taken, and correlated with 
trained ANN data. The shape of image has been generated by 
applying threshold point which has been selected by curve 
fitting method. 
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