Choice of Interceptor Aerodynamic Lifting Surface Location based on Autopilot Design Considerations
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ABSTRACT

Interceptors operate at wide range of operating conditions in terms of Mach number, altitude and angle of attack. The aerodynamic design caters for such wide operating envelope by appropriate sizing of lifting and control surfaces for meeting the normal acceleration capability requirements. The wide range of operating conditions leads to an inevitable spread in center of pressure location and hence spread in static stability. The performance of control design is a strong function of the aerodynamic static stability. The total operating envelope can be bifurcated into statically stable and unstable zones and the aerodynamic lifting surface location can be used as a control parameter to identify the neutral stability point. During the homing phase lesser static stability is desirable for good speed of response, hence the lifting surface location needs to be chosen based on the capability of control to handle instability. This paper analyses the limitations of autopilot design for the control of an unstable interceptor and brings out a method to identify the optimum aerodynamic lifting surface location for efficiently managing static margin while satisfying the control limitations and homing phase performance. This provides an input on the most appropriate lifting surface location to the aerodynamic designer during the initial CFD based aerodynamic characterisation stage itself, before commencing the rigorous wind tunnel based characterisation.
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NOMENCLATURE

\[ \begin{align*}
\alpha & \quad \text{Angle of Attack (rad)} \\
\Delta C_m & \quad \text{Control moment coefficient } f(M, \alpha, \delta) \\
\Delta C_f & \quad \text{Control force coefficient } f(M, \alpha, \delta) \\
\delta & \quad \text{Tail control deflection (rad)} \\
\omega_f & \quad \text{Airframe natural frequency (rad/s)} \\
\omega_{sp} & \quad \text{Desired second order non-dominant pole natural frequency of closed loop transfer function (rad/s)} \\
\omega_i & \quad \text{IL gain of the three-loop autopilot} \\
\omega_s & \quad \text{Location of zeros in control deflection to normal acceleration plant transfer function (rad/s)} \\
\zeta_f & \quad \text{Desired second order non-dominant pole damping ratio of closed loop transfer function} \\
\zeta_{sp} & \quad \text{Airframe damping ratio} \\
\zeta_i & \quad \text{Location of zeros in control deflection to normal acceleration plant transfer function (rad/s)} \\
\zeta_s & \quad \text{Location of zeros in control deflection to normal acceleration plant transfer function (rad/s)} \\
a_c & \quad \text{Normal acceleration (usually referred as latax for an interceptor) (m/s)} \\
a_{\alpha C} & \quad \text{Commanded normal acceleration (m/s)} \\
C_{\alpha} & \quad \text{Controlled normal acceleration (m/s)} \\
C_{\alpha_{\delta}} & \quad \text{Linearised slope at an operating point (\partial C_{\alpha}/\partial \delta)} \\
C_{\alpha_{\alpha}} & \quad \text{Linearised slope at an operating point (\partial C_{\alpha}/\partial \alpha)} \\
C_{\alpha_{\delta\delta}} & \quad \text{Linearised slope at an operating point (\partial C_{\alpha}/\partial \delta \partial \delta)} \\
C_{\alpha_{\delta\alpha}} & \quad \text{Linearised slope at an operating point (\partial C_{\alpha}/\partial \delta \partial \alpha)} \\
C_{\alpha_{\delta\delta\delta}} & \quad \text{Linearised slope at an operating point (\partial C_{\alpha}/\partial \delta \partial \delta \partial \delta)} \\
C_{\alpha_{\delta\delta\delta\delta}} & \quad \text{Linearised slope at an operating point (\partial C_{\alpha}/\partial \delta \partial \delta \partial \delta \partial \delta)} \\
C_{\alpha_{\delta\alpha\delta}} & \quad \text{Linearised slope at an operating point (\partial C_{\alpha}/\partial \delta \partial \alpha \partial \delta)} \\
C_{\alpha_{\delta\alpha\delta\delta}} & \quad \text{Linearised slope at an operating point (\partial C_{\alpha}/\partial \delta \partial \alpha \partial \delta \partial \delta)} \\
C_{\alpha_{\delta\alpha\delta\alpha}} & \quad \text{Linearised slope at an operating point (\partial C_{\alpha}/\partial \delta \partial \alpha \partial \delta \partial \alpha)} \\
C_{\alpha_{\delta\alpha\delta\alpha\delta}} & \quad \text{Linearised slope at an operating point (\partial C_{\alpha}/\partial \delta \partial \alpha \partial \delta \partial \alpha \partial \delta)} \\
C_{\alpha_{\delta\alpha\delta\alpha\delta\delta}} & \quad \text{Linearised slope at an operating point (\partial C_{\alpha}/\partial \delta \partial \alpha \partial \delta \partial \alpha \partial \delta \partial \delta)} \\
C_{\alpha_{\delta\alpha\delta\alpha\delta\alpha\delta}} & \quad \text{Linearised slope at an operating point (\partial C_{\alpha}/\partial \delta \partial \alpha \partial \delta \partial \alpha \partial \delta \partial \alpha \partial \delta)} \\
C_{\alpha_{\delta\alpha\delta\alpha\delta\alpha\delta\delta}} & \quad \text{Linearised slope at an operating point (\partial C_{\alpha}/\partial \delta \partial \alpha \partial \delta \partial \alpha \partial \delta \partial \alpha \partial \delta \partial \delta)} \\
C_{\alpha_{\delta\alpha\delta\alpha\delta\alpha\delta\alpha\delta}} & \quad \text{Linearised slope at an operating point (\partial C_{\alpha}/\partial \delta \partial \alpha \partial \delta \partial \alpha \partial \delta \partial \alpha \partial \delta \partial \alpha \partial \delta)} \\
C_{\alpha_{\delta\alpha\delta\alpha\delta\alpha\delta\alpha\delta\delta}} & \quad \text{Linearised slope at an operating point (\partial C_{\alpha}/\partial \delta \partial \alpha \partial \delta \partial \alpha \partial \delta \partial \alpha \partial \delta \partial \alpha \partial \delta \partial \delta)} \\
C_{\alpha_{\delta\alpha\delta\alpha\delta\alpha\delta\alpha\delta\alpha\delta}} & \quad \text{Linearised slope at an operating point (\partial C_{\alpha}/\partial \delta \partial \alpha \partial \delta \partial \alpha \partial \delta \partial \alpha \partial \delta \partial \alpha \partial \delta \partial \alpha \partial \delta)}
\end{align*} \]
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1. INTRODUCTION

The role of an interceptor control designer begins right from the configuration design itself. The broad requirements for an interceptor are posed in terms of range, target interception altitudes and target envelope which need to be translated into interceptor configuration. Interceptor configuration design and
sizing is an iterative exercise mainly between the propulsion, aerodynamic, structures and control and simulation teams with constraints imposed by the avionics. The target characteristics, range requirement and ground system define the avionics like seeker, data link and INS which acts like a constraint in interceptor sizing exercise. Platform limitations pose another constraint on interceptor length, weight and diameter.

The target definition and kill envelope defines requirement on latax capability and aerodynamic time constants of the interceptor. The aerodynamic designer sizes the aerodynamic surfaces satisfying this requirement considering the operating point in terms of Mach and altitude, thus generating drag of the configuration. However, the drag leads to change in Mach number which is the start of an iterative process to converge on propulsion, weight and aerodynamics to bring out a baseline configuration.

The baseline configuration is the starting point for control design exercise as it provides the first set of aerodynamic data in terms of drag data ($C_D$), normal force coefficient data, moment characteristics ($C_m$) and control characteristics. The aerodynamic lifting surface design freezes the spread of the static margin across the operating envelope as a function of Mach number and angle of attack (AoA). However, the positioning of the lifting surface along the length of the interceptor can be used as a control parameter to decide the point of neutral stability in static margin spread; depending upon the capability to handle instability. The static stability varies from stable to unstable regions at various operating points and the static instability is represented in terms of right half s-plane pole in control sense. Unstable plants put constraints on control design. Given the actuator bandwidth constraints owing to hinge moment and power limitations, there exists a maximum unstable pole level which can be stabilised in closed loop with good robustness (in terms of stability margins). The lifting surface location is a parameter that is decided by the aerodynamic designer based on the maximum instability the autopilot can handle, while satisfying the trim requirements. Thus the maximum instability that can be handled dictates the position of lifting surface location to complete the second level of aerodynamic design.

Nesline explains the methodology for arriving at the bounds on some aerodynamic parameters from an autopilot design perspective. In this work we bring out the level of unstable pole which can be handled for given actuator leading to choice of the lifting surface location to minimise the static margin in homing phase, which is a first of its kind work to the best of author’s knowledge. In this work we also propose a method to enhance the unstable pole handling capability by the autopilot. This paper uses a conventional three-loop autopilot design for all the analysis.

Three-loop autopilot has been a very commonly used design method for controlling interceptor latax channel over the years. The work presented in this paper uses the conventional three-loop autopilot design technique for controlling unstable interceptors. This section tries to address various autopilot design approaches reported in the literature.

Mracek examines all the possible three-loop topologies for autopilot to bring out the best in terms of robustness. Nesline presents an autopilot design approach that combines classical and modern control based design to obtain performance at high and low frequencies respectively. Nesline explains the importance of aerodynamic parameters consideration in autopilot design exercise. Nesline demonstrates the importance of analysing the modern control design techniques in the classical control based frequency response analysis in terms of gain crossover frequency to ascertain the stability. Deu addresses the non-minimum phase behaviour associated with a tail-controlled missile. It also compares the stabilisation of unstable missiles using two-loop and three-loop topologies, and further proposes addition of PI controller to improve the performance of classical three-loop topology.

Hai-rong proposes a three-loop autopilot design gain tuning methodology as function of various flight parameters. Mracek shows the gain scheduling techniques for the design of three channel roll, pitch and yaw autopilots with three-loop topology. Li explores applying three-loop autopilot to spinning missiles. Abd-elatif addresses the optimisation of three-loop autopilot gains under crossover frequency constraints using numerical optimisation based gain adjustment technique.

Devaud demonstrates the autopilot design using linear and non-linear control design techniques. Lee establishes the connection between linear and non-linear autopilots with three-loop topology and it is shown that both are identical from control signal perspective. A three-loop autopilot augmented with $H_\infty$ optimisation was designed for controlling highly unstable missiles.

The work presented in this paper brings out a first of its kind methodology to identify the optimum aerodynamic lifting surface location for efficiently managing static margin while satisfying the control limitations and homing phase performance. The proposed methodology is arrived through analysis of limitations posed by autopilot design in controlling a statically unstable interceptor. The analysis is carried out using a conventional classical control based three-loop autopilot technique, which is widely used in industries.

2. MODELLING A TAIL CONTROL INTERCEPTOR

A hypothetical interceptor configuration is considered for all the analysis in this paper with fixed lifting surfaces and movable tail control surfaces. For latax autopilot design the plant of interest is the relation of tail control deflection with the pitch-yaw channel accelerations and body rates. The plant is linearised at an operating point $(M, \alpha)$ to obtain linearised aerodynamic coefficient slopes $(C_{\alpha a}, C_{\alpha m})$ and control effectiveness slopes $(C_{\alpha a}, C_{\alpha m})$ to obtain the transfer functions. The transfer function representation of the pitch-yaw channel dynamics is obtained as follows.

\[
\frac{\alpha(s)}{\delta(s)} = \frac{K_\alpha \left(1 - \frac{s^2}{\omega_\alpha^2}\right)}{s^2 + \frac{2\zeta_\alpha}{\omega_\alpha} s + 1}
\]

\[
\frac{\gamma(s)}{\delta(s)} = \frac{K_\gamma (1 + T_s)}{s^2 + \frac{2\zeta_\gamma}{\omega_\gamma} s + 1}
\]
where
\[ \omega_z = \sqrt{\frac{M_a Z_a - Z_a M_a}{M_a}} \quad \omega_{\alpha f} = \sqrt{-M_a} \]  
(2)

\[ T_a = \frac{M_a}{M_a Z_a - Z_a M_a} \quad \zeta_{\alpha f} = \frac{Z_a \omega_{\alpha f}}{2M_a} \]  
(3)

One of the important parameters of an interceptor latexit channel is static stability signified by a variable known as static margin given by

\[ h = -\frac{C_{\mu a}}{C_{\alpha a}} \]  
(4)

Positive static margin which also means negative pitching moment coefficient slope with respect to AoA \( (C_{\mu a} < 0) \) signifies static stability. Similarly, negative static margin which also means positive pitching moment coefficient slope with respect to AoA \( (C_{\mu a} > 0) \) signifies static instability. \( C_{\mu a} \) and hence static margin strongly depends on the choice of lifting surface location and also on the flight parameters Mach number and AoA. From a control perspective when the interceptor is statically unstable, it can be better represented as unstable pole which is the right hand side s-plane pole location of the transfer function shown in Eqn (1) given by

\[ \omega_{\text{unstable}} = \sqrt{M_a} = \sqrt{\frac{QSD}{I_{\alpha y}} C_{\mu a}} \]  
(5)

For a given lifting surface location; the stability, instability and their levels strongly depend on the interceptor flight parameters – Mach No and AoA – as shown in Fig. 1. As mentioned earlier it can be seen that the static margin variation across the operating envelope is quite high. Though the extent of static margin spread cannot be avoided, the lifting surface location can decide the neutral stability operating zone (which means zero static margin - as shown in Fig. 1). Hence depending on the maximum instability that can be handled from the control perspective, the aerodynamic designer has a choice of positioning the lifting surface location along the length of the interceptor. After initial few seconds from the launch, the interceptor operates at supersonic Mach numbers. During this phase; as the Mach number increases, the center of pressure (CP) location moves forward and the stability degrades. Hence at high Mach numbers (propulsion boost-end phase) maximum static instability is observed. The homing phase of the interceptor is typically characterised by medium Mach numbers and high AoA in order to intercept maneuvering targets. During homing phase, the interceptor configuration is statically stable. It is desirable to have low static margin during the homing phase for good speed of response. For the same spread of static margin; if more static instability can be handled at high Mach number, lower static margin can be obtained in homing phase by suitable placement of lifting surface. This is illustrated as follows.

The aerodynamic designer provides the bounds on feasible lifting surface location along the length of the interceptor, that satisfies the trim requirements meeting the maximum latexit. Let us assume the static margin variation for a nominal lifting surface location be as shown in Fig. 1. The maximum static instability is seen to be -1.2D at high Mach number and low AoA combination. At the homing phase of the interceptor characterised by medium Mach numbers (0.4-0.6 in Fig. 1) and high AoA (0.7-1.0 in Fig. 1), the static margin is seen to be around +1.0D. The movement of lifting surface along the length of interceptor changes the value of static margin; but is assumed to maintain the spread pattern of it, which is almost true.

Suppose the lifting surface is moved rearward by a distance such that the maximum instability reduces from -1.2D to -0.8D (+0.4D) as shown in Fig. 2. This results in increase of static stability in homing phase of the interceptor to +1.4D, which is undesirable as mentioned earlier.
On the other hand suppose the lifting surface is moved forward by a distance such that the homing phase static stability reduces from +1.0D to +0.6D (-0.4D) as shown in Fig. 3. This results in increase in static instability at high Mach number and low AoA combination of the interceptor to -1.6D. The feasibility of having such high static instability configuration depends on the capability of control design to handle the resultant open loop unstable pole with good relative stability.

The subsequent sections focus on bringing out the maximum aerodynamic instability that can be handled by the control design with a given actuator in order to obtain the optimum lifting surface location.

\[
a_{zC} = \frac{N(s)}{1 + sT_p \left( 1 + \frac{2\zeta_{ap} \omega_{ap}}{\omega_{ap}^2} s + \frac{s^2}{\omega_{ap}^2} \right)}
\]

(6)

Since the plant shown in Fig. 4 is a strong function of flight parameters (Mach number, AoA and Dynamic Pressure), the desired closed loop transfer function parameters \( T_{ap}, \zeta_{ap}, \omega_{ap} \) are also scheduled as a function of these flight parameters in the autopilot design.

The conventional three-loop autopilot gives good amount of robustness through tuning of desired closed loop transfer function algorithmically. However, the level of plant instability that can be handled with good robustness in terms of stability margins with a given actuator needs to be evaluated. There must be a spectral separation in the three loops of the autopilot. The inner-most loop being the fastest among the three loops usually exhibits least stability margins. In view of computing the least stability margins among the three loops, the open loop transfer function is evaluated analytically with the inner-most loop open. For the sake of simplicity the sensor models are ignored.

Define the plant transfer functions as

\[
\frac{q(s)}{\delta} = \frac{q_{num}}{P(s)} \quad \frac{a_{z}}{\delta} = \frac{a_{z_{num}}}{P(s)}
\]

(7)

where

- \( P(s) \) - Plant characteristic polynomial

Define the actuator transfer function as

\[
TF_{act} = \frac{A_{num}}{A_{den}}
\]

(8)

Through block diagram manipulations the open loop transfer function can be obtained as shown in Eqn (9).

\[
IML_{open} = G_1 G_2 P(s)
\]

(9)

The desired closed loop transfer function shown in Eqn (6) is compared against the actual closed loop transfer function obtained from Fig. 4 and the equations for computing the gains in the three-loop autopilot can be obtained.

\[
IML_{open} = \frac{b_0 s^3 + b_1 s^2 + b_2 s + b_3 \cdot 1}{a_0 s^3 + a_1 s^2 + a_2 s + a_3} \frac{1}{P(s)}
\]

(10)

where

- \( b, a \) - Coefficients of transfer function \( G_1 G_2 \)

- \( P(s) \) - Plant characteristic polynomial (typically second order)

The airframe damping ratio of an interceptor is generally small and is usually neglected. Also, plant is considered to be unstable with one unstable pole for all the analysis in this paper. Hence the plant characteristic polynomial is chosen as \( P(s) = s^2 - p^2 \).

where

- \( p \) - Location of plant transfer function poles \( s = \pm p \)
The plant is assumed to have one stable pole located at \( s = -p \) and one unstable pole located at \( s = p \). The objective is to compute the maximum unstable pole with which the autopilot can guarantee good relative stability specified by a gain margin of 6 dB and a phase margin of 30 deg with the given actuator dynamics. The stability margins have to be computed as follows.

At phase crossover frequency \( \omega_{pc} \), the phase angle of open loop transfer function shown in Eqn (10) implies

\[
\angle IML_{open} = -\pi \Rightarrow 
\tan^{-1} \left( \frac{-b_0 \omega_{pc}^3 + b_1 \omega_{pc}}{-b_1 \omega_{pc}^2 + b_0} \right) - \tan^{-1} \left( \frac{-a_0 \omega_{pc}^3 + a_2 \omega_{pc}}{-a_2 \omega_{pc}^2 + a_0} \right) - \tan^{-1} \left( \frac{0}{-\omega_{pc}^2 - p^2} \right) = -\pi
\] (11)

In order to satisfy a gain margin of 6 dB, the magnitude \( |IML_{open}| \) must be 0.5 at phase crossover frequency, \( \omega_{pc} \); which implies

\[
\left( \frac{-b_0 \omega_{pc}^3 + b_1 \omega_{pc}}{-b_1 \omega_{pc}^2 + b_0} \right) + \left( \frac{-a_0 \omega_{pc}^3 + a_2 \omega_{pc}}{-a_2 \omega_{pc}^2 + a_0} \right) + \left( \frac{0}{-\omega_{pc}^2 - p^2} \right) = 0.5
\] (12)

The phase crossover frequency \( \omega_{pc} \) has to be represented in terms of pole location \( p \) from the phase Eqn (11) and needs to be substituted into magnitude Eqn (12) to solve for the pole location \( p \). Then the phase margin needs to be checked whether it meets the specifications.

However, the analytical solution is difficult as it can be seen that Eqns (11) and (12) involves third order expressions and inverse tangent functions. Hence to bring out the maximum unstable pole satisfying relative stability requirements, we need to resort to an iterative method.

### 3.2 Iterative Approach

As explained in the previous section, it is difficult to analytically bring out the maximum instability level with which the relative stability requirements can be ensured with a given actuator. Hence the algorithmic approach for autopilot design is overlooked and an iterative search simulation-based approach is adopted to achieve the same result, which is elaborated in this section. The three autopilot gains \( (K_u, \omega_0 \text{ and } K_z) \) are iterated in steps within a range of values. In addition to these gains, the plant pole location is also iterated by varying the lifting surface location along the length of the interceptor. The parameters which are iterated are marked in red in Fig. 5.

There are bounds on the three autopilot gains within which the characteristic equation of the actual closed loop transfer function (with plant and autopilot only) as shown in Eqn (13) will have poles on the left half of the s-plane.

\[
a_z \frac{N(s)}{1 + \frac{D_1 s + D_2 s^2 + D_3 s^3}{1 + D_4 s + D_5 s^2 + D_6 s^3}}
\] (13)

where

\[
D_1 = \frac{2 \zeta_0}{\omega_0} - \frac{1}{K_u} \\
D_2 = \frac{1}{\omega_0^2} - \frac{2 \zeta_0}{\omega_0} K_u \\
D_3 = -\frac{1}{\omega_0^2 K_u}
\] (14)

and

\[
K_u = K_q \omega_0 K_\alpha \left( \frac{K_b}{K_u} + K_z \right)
\]

\[
\frac{2 \zeta_0}{\omega_0} = \frac{K_b T_u}{\omega_0} \left( \frac{K_u}{K_b} + K_z \right)
\]

The characteristic equation of desired closed loop transfer function is

\[
1 + D_1 s + D_2 s^2 + D_3 s^3 = 0
\] (16)

The combination of three-loop autopilot gains \( (K_u, \omega_0 \text{ and } K_z) \) satisfying Routh’s necessary and sufficient conditions shown in Eqn (17) leads to absolute stability of the closed loop system.

\[
D_1 > 0 \quad D_2 > 0 \quad D_3 > 0 \\
D_4 > 0 \quad D_5 > 0 \quad \frac{D_6 D_4 - D_5}{D_2} > 0
\] (17)

![Figure 5. Iteration of three-loop autopilot gains.](image-url)
For this combination of gains which satisfies Routh’s stability criterion, stability margins for all the three loops are evaluated. The plant perturbations on control effectiveness are also considered while evaluating the stability margins. The maximum unstable pole with which the relative stability requirements are satisfied for any combination of three-loop gains is obtained through this simulation procedure. The interceptor typically exhibits maximum unstable pole at peak Mach number and low AoA as shown earlier in Fig. 1. Hence the simulation procedure explained in this section is carried out at this single operating point only, to arrive at the most appropriate lifting surface location. The design is subsequently verified to ensure stability margins at other operating points. It is seen that with the actuator considered (Bandwidth = 25 Hz, Damping ratio = 0.6), the maximum unstable pole which could give a relative stability of Gain Margin > 6 dB, Phase Margin > 30 deg for all the three loops is 10 rad/s.

This is illustrated in Fig. 6 using contour plots, which shows the variation of stability margins (minimum among all the three loops) as a function of control gain as the unstable pole increases. At lower unstable pole values there is a range of control gain that gives good stability margins. As the unstable pole increases the control gain range reduces and becomes infeasible to obtain good stability margins for unstable poles in excess of 10 rad/s.

However, there could be a possibility of enhancing the instability level that can be handled by introducing a lead compensator in the inner-most loop which is explored in the subsequent section.

![Figure 6. Stability margins - with gain iterations.](image)

### 3.3 Iterative Approach - Addition of Lead Compensator

In order to enhance the maximum unstable pole that can be handled, a first order lead compensator is augmented to the autopilot design. The three autopilot gains are iterated in ranges satisfying Routh’s stability criterion. In addition to this, the location of lead compensator zero and pole are also iterated. For every combination of three-loop autopilot gains satisfying Routh’s stability criterion, the location of pole and zero are iterated for the lead compensator shown in Eqn (18) and is cascaded in the inner-most loop.

$$\text{Lead}\, C = \frac{s/\omega_{\text{num}} + 1}{s/\omega_{\text{den}} + 1}$$  (18)

The compensator parameters iterated are marked in red in Eqn (18). For a given level of unstable pole with the iterated gains and compensators, the stability margins are evaluated. The plant perturbations on control effectiveness are also considered while evaluating the stability margins. The maximum unstable pole with which the relative stability requirements are satisfied for any combination of three-loop gains and compensator poles and zeros is obtained.

It is seen that with the actuator considered (Bandwidth = 25 Hz, Damping ratio = 0.6), for all the combinations of three-loop autopilot gains and lead compensator parameters the maximum unstable pole which could give a relative stability of Gain Margin > 6 dB, Phase Margin > 30 deg is 12 rad/s. Figure 7 shows the variation of stability margins (minimum among all the three loops) as a function of control gain as the unstable pole increases. At lower unstable pole values there is a range of control gain that gives good stability margins. As the unstable pole increases the control gain range reduces and becomes infeasible to obtain good stability margins for unstable poles in excess of 12 rad/s.

The first order lead compensator did not seem to significantly improve the maximum unstable pole that can be catered for. From the past experience of autopilot designs it is seen that the gain margin shortage is more common compared to the phase margin. Hence a unique application of lead compensator design is adopted near the phase crossover frequency to increase the phase crossover frequency and hence increase the Gain margin owing to the natural attenuation of the Bode magnitude curve. This is contrary to the conventional approach where the lead compensator is designed near the gain crossover frequency for better phase margin.

A second order lead compensator design is considered to address this aspect as follows. The second order lead compensator is chosen to locally increase the magnitude.

![Figure 7. Stability margins - with gain and lead compensator iterations.](image)
attenuation near the phase crossover frequency by choosing under-damped zeros, which increase the gain margin. The natural frequency of the lead compensator pole is limited by update rate of the autopilot digital implementation on-board the interceptor.

The three autopilot gains are iterated in ranges satisfying Routh’s stability criterion. In addition to this, the location of lead compensator zeros and poles are also iterated. For every combination of three-loop autopilot gains satisfying Routh’s stability criterion, the location of poles and zeros and the damping ratio of zeros are iterated for a second order lead compensator shown in Eqn (19) and is cascaded in the inner-most loop.

\[
LeadC = \frac{s^2}{\frac{\omega_{num}^2}{s^2} + \frac{2\zeta_{num}}{\omega_{num}} s + 1} + \frac{s^2}{\frac{\omega_{den}^2}{s^2} + \frac{2\zeta_{den}}{\omega_{den}} s + 1}
\]  

(19)

The compensator parameters iterated are marked in red in Eqn (19). The damping ratio of poles does not contribute much towards the stability margins, hence is not iterated and is chosen as critically damped (which was found to be best). For a given level of unstable pole with the iterated gains and compensators, the stability margins are evaluated. The plant perturbations on control effectiveness are also considered while evaluating the stability margins. The maximum unstable pole with which the relative stability requirements are satisfied for any combination of three-loop gains and compensator poles and zeros is obtained.

It is seen that with the actuator considered (Bandwidth = 25 Hz, Damping ratio = 0.6), for all the combinations of three-loop autopilot gains and second order lead compensator parameters the maximum unstable pole which could give a relative stability of Gain Margin > 6 dB, Phase Margin > 30 deg is 16 rad/s. Figure 8 shows the variation of stability margins (minimum among all the three loops) as a function of control gain as the unstable pole increases. At lower unstable pole values there is a range of control gain that gives good stability margin. As the unstable pole increases the control gain range reduces and becomes infeasible to obtain good stability margins for unstable poles in excess of 16 rad/s. For plant instabilities in excess of 16 rad/s, relative stability requirements cannot be guaranteed.

The lifting surface is moved forward by approximately 2.5D in order to increase the unstable pole from 5 rad/s to 16 rad/s. As the unstable pole handling capability increases, the lifting surface location can be moved forward which in turn improves the interceptor agility (time constant) during the homing phase.

4. OBSERVATION AND ANALYSIS

It is worthwhile analysing the reasons for this observation with the help of Bode characteristics. For the sake of analysis, let us first consider a comparison of Bode diagrams for a stable and unstable plant as shown in Fig. 9. For a stable open loop plant, the relative stability can be enhanced by arbitrarily reducing the gain crossover frequency using simple gain adjustment. A lower gain crossover frequency takes advantage of better phase characteristics at that frequency and better magnitude attenuation at the phase crossover frequency, which ensures good relative stability at the cost of autopilot bandwidth though.

However, the unstable plant leads to two phase crossover frequencies to satisfy Nyquist stability criterion; hence needs to ensure gain margins at both the frequencies. At the lower phase crossover frequency the unstable plant shows a significant reduction in magnitude compared to an underdamped stable plant, which makes ensuring gain margin difficult. This puts a minimum limit on gain crossover frequency below which ensuring gain margin at lower phase crossover frequency becomes impossible. Meanwhile, at the higher phase crossover frequency the unstable plant shows a significant reduction in magnitude compared to an underdamped stable plant, which makes ensuring gain margin difficult. This puts an upper limit on the gain crossover frequency above which ensuring gain margin at higher phase crossover frequency becomes difficult.

Though it may appear as if the phase crossover frequency can be increased by arbitrarily increasing the lead compensator
pole for ensuring better gain margin, the high frequency amplification associated with a lead compensator makes ensuring gain margin difficult as demonstrated in Fig. 10.

Thus it is seen that there are lower and upper limits on gain crossover frequencies for ensuring good stability margins for an unstable plant with a given actuator. In other words, with a given actuator there is a maximum unstable pole above which there is no feasible gain crossover frequency possible that ensures good stability margins. As stated earlier, through simulations it is brought out that for any combination of three-loop autopilot gains and locations of compensator poles and zeros, the maximum unstable pole for which stability margins can be guaranteed is seen to be 16 rad/s. It is also seen that the gain crossover frequency must be at least 2 - 3 times the unstable pole location of the plant to ensure good relative stability. Likewise, the actuator bandwidth should be at least 4 - 5 times the gain crossover frequency.

It should be noted that the design carried out in this paper does not consider the effect of flexible dynamics. Though the bending mode frequencies due to flexibility are in general sufficiently higher compared to the gain and phase crossover frequencies, it will have a degrading effect on the gain margin. To recover this degradation the gain crossover frequency must be further reduced. This affects the maximum unstable pole that can be handled by the control design.
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Figure 10. Inner-most loop open Bode diagram: Effect of compensator pole location.

5. CONCLUSIONS

The limitations of latax autopilot in controlling a statically unstable interceptor with a given actuator is derived. The maximum unstable pole that can be catered for with a given actuator has a strong bearing on the aerodynamic design of the interceptor. The aerodynamic maximum latax trim requirement puts a bound on the location of aerodynamic lifting surface along the length of the interceptor. A method for obtaining the optimum choice of wing location within these bounds is established based on the maximum aerodynamic instability level control design can handle. The choice of wing location using this method ensures minimum static margin during homing phase of the interceptor leading to good speed of response. The choice of aerodynamic lifting surface location from the control design perspective is the first of its kind work to the best of author’s knowledge.
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