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ABSTRACT

In this paper, a decision tree algorithm based on time-domain digital technique is developed for the identification and classification of diverse radar intra-pulse modulated signals for the electronic intelligence system in real-time. This includes linear frequency modulation, non-linear frequency modulation, stepped frequency modulation and bi-phase modulation. The received signal is digitised and the instantaneous phase and high accuracy instantaneous frequency are estimated. The instantaneous amplitude is also estimated to get the start and stop of the pulse. Instantaneous parameters are estimated using a moving autocorrelation technique. The proposed algorithm is employed on the instantaneous frequency and the modulation is identified. The modulation type and modulation parameter are important for unique radar identification when similar radars are operating in a dense environment. Simulations are carried out at various SNR conditions and results are presented. The model for algorithm is developed using a system generator and implemented in FPGA. These results are compared when the proposed algorithm is used with the existing digital in-phase and quadrature-phase (DIQ) technique of instantaneous frequency and amplitude estimation.
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NOMENCLATURE

\( x(t) \) Continuous-time signal  
\( x(n) \) Discrete-time signal  
\( t_s \) Sampling time  
\( f_s \) Sampling frequency  
\( \phi \) Initial phase of the signal  
\( \tau \) Fixed time period  
\( \alpha \) Ascending chirp rate  
\( \beta \) Descending chirp rate  
\( T \) Time duration  
\( f_c \) Centre frequency of IF signal  
\( F_{\text{max}} \) Maximum frequency of FMCW signal  
\( F_{\text{min}} \) Minimum frequency of FMCW signal  
\( F_{\text{LE}} \) Leading edge frequency  
\( F_{\text{TE}} \) Trailing edge frequency  
\( F_{\text{C}} \) Center frequency during the pulse  
\( F_{\text{fpi}} \) Frequency at the first intermediate point  
\( F_{\text{fsi}} \) Frequency at the second intermediate point  
\( \delta f \) Frequency deviation  
\( f_m \) Sinusoidal modulating frequency  
\( \Delta f \) Frequency tolerance limit  
\( \Delta \phi \) Phase tolerance limit

1. INTRODUCTION

Modulation on radar pulse is one of the most important features and one of the vital problems in the analysis of non-cooperative radar signals is modulation classification for emitter identification1-2. The modulation classification plays a very important role in electronic intelligence (ELINT) systems4-5. Firstly, the modulation type of a signal is important to identify the radar type. Second, on identifying the correct modulation type the carrier frequency is re-estimated. Third, it helps to distinguish similar radars deployed in proximity. But for radar signals, the modulation classification in real-time is very challenging due to the possibility of various modulations within a very short pulse.

An earlier generation of electronic support (ES) systems was based on instantaneous frequency measurement (IFM) receiver and pulse measurement using log video. The time-domain technique was used for noise estimation and signal detection6 and frequency were measured using time-frequency analysis7-9. But during conversion from radio frequency (RF) or intermediate frequency (IF) to log video, the phase and hence the modulation information is lost. Due to this reason these systems measure only basic parameters like RF, Pulse width (PW), pulse repetition interval (PRI) and pulse amplitude (PA). These parameters broadly are called inter-pulse parameters. But the measurement of these parameters alone is not sufficient against modern RADARs.

Conventional radars have simple pulsed waveform or continuous waveform with no modulation. These pulsed radars sometimes have the variations in PW or PRI. But complex radars are having various modulations within the pulse along with the above variations. These intra-pulse modulations can be linear frequency modulation (LFM), non-linear frequency
Modern radars are exhibiting complex radar waveforms. These waveforms include No-Modulation Continuous Wave (NMCW), Frequency Modulated Continuous Wave (FMCW), No-Modification On Pulse (NMOEP), LFM, NLFM, SFM and BPM. The following signals are considered and modelled. They are described as below:

(i) **Signal with No Modulation**: NMCW and NMP signals do not consist of any modulation. The discrete version of the time-domain signal \( x(t) \) is given as

\[
x(n) = A e^{j(2\pi f_0 n + \phi)}
\]

where, \( A \) denotes the carrier amplitude, \( \phi \) denotes the initial phase, \( f_0 \) denotes carrier frequency, \( t_n \) denotes sampling time and for \( n = 1, 2, 3, ..., N \) for NMMP signal.

When \( n = 1, 2, 3, ..., \infty \) and signals are with PW more than predefined time duration \( T \) considered as continuous wave (CW). If PW is below \( T \), they are considered as pulsed signals.

(ii) **Linear Frequency Modulation (LFM)**: LFM ascending (LFMa), LFM descending (LFMd), LFM descending-descending (LFMda) chirp signals are considered as LFM signals. These signals are also known as Triangular FM.

(a) LFMa signal is generated as given by

\[
x(n) = \sum_{n=1}^{N} a_n \cos(2\pi f_0 n + \phi + \pi n\delta f^2) (2)
\]

where, \( \alpha \) is the slope of the LFMa.

(b) LFMd signal is generated as given by

\[
x(n) = \sum_{n=1}^{N} a_n \cos(2\pi f_0 n + \phi - \pi n\delta f^2) (3)
\]

where, \( \beta \) is the slope of the LFMd. Usually, LFMa and LFMd signals have the same slope, i.e. \( \beta = \alpha \).

(c) LFMad and LFMda signals are generated using a combination of the above two equations. The frequency \( f \) is the instantaneous frequency at the peak of the triangular frequency variation, which is the maximum instantaneous frequency within the observation duration in the case of LFMad. The slope \( \alpha \) and \( \beta \) is calculated as \( 2\delta f / \tau \), where the \( \delta f \) is the bandwidth within the time period \( \tau \). The parameter \( \tau \) is a fixed value. The waveform is characterised by \( f, \delta f, \alpha \) and \( \beta \).

(iii) **Non-Linear Frequency Modulation (NLFM)**: NLFM signal is generated as given by

\[
x(n) = A e^{j(2\pi f_0 n + \phi + \frac{N}{f_m} \sin(2\pi f_m n))}
\]

where, the \( \delta f / 2 \) is the peak deviation, \( f_m \) is the sinusoidal modulating frequency, \( n = 1, 2, 3, ..., N \), if the signal is narrowband, it means \( \delta f / 2f_m \ll 1 \). It is assumed that only a fraction of the cycle is sampled over an observation time. In case of the wideband FM signal, \( \delta f / 2f_m \gg 1 \). NLFM forward and NLFM reverse is represented as NLFMf and NLFMr respectively.
(iv) Stepped Frequency Modulation (SFM): SFM is generated as below
\[ x(n) = e^{j2\pi f_{n}^{h} + \phi} \]
for \( n = 1, 2, 3, ..., N \)
where, \( f_{n}^{h} \) is the frequency of \( h^{th} \) step, and \( h = 1, 2, 3, ..., H \) is the number of steps. Usually \( H \) is in the sequence of 2, 4, 8,... etc. For \( H = 2, \ h = 1, 2 \) similarly for \( H = 4, \ h = 1, 2, 3, 4 \), and so on. SFM ascending and SFM descending signals are represented as SFMa and SFMd, respectively.

(v) Phase Modulation (PM): Bi-Phase Modulation (BPM) is one of the phase modulations and it is generated as given by\(^{20}\)
\[ x(n) = A e^{j2\pi f_{n}^{h} + \phi + \theta(n)} \]
where, \( \theta(n) = \pi(1-n) \), when the zero bits of the code sequences are sampled and \( \theta(n) = \theta \), when the one bits of the code sequence are sampled. The phase shift \( \theta \) can be 0° or 180° in the case of BPM.

3. PROPOSED DECISION TREE MODULATION IDENTIFICATION ALGORITHM

The IF signal is down-converted signal of RF signal digitised at the sampling frequency \( f_{s} \) which is equivalent to \( f_{s} = 4 f_{c}/3 \), where \( f_{c} \) is the center frequency of the IF signal\(^{30}\). Four samples are latched into FPGA coming from ADC at the clock rate of \( f_{s}/4 \). The samples are latched at both the clock edges. All eight samples are processed in parallel at \( f_{s}/8 \) clock rate and results are combined at the output. The instantaneous frequency profile generated using the moving autocorrelation approach\(^{31}\) is given by
\[ F_{m}(n) = \left( \frac{F_{s}}{2\pi m} \right) (\Delta \Phi_{m}(n) + 2\pi Z_{m}) \]
where, \( F_{s} \) is the sampling frequency, \( \Delta \Phi_{m}(n) \) is the phase difference derived from zone \( Z_{m} \) of phase and \( m \) is 16. The instantaneous amplitude profile is generated as given by\(^{31}\).
\[ X(n+1) = x(n) + |x(n+32)x(n+32+m) - |x(n)x(n+m)| \]
where, \( x' \) is a conjugate of signal \( x \), \( n \) is the sample number and delay \( m \) is 1. The Eqn (8) is optimised by keeping \( X(1) = a + jb \) where, \( a \) and \( b \) are constant values.

In Fig. 2, LFMad and FMCW signals frequency profiles are shown for presentation purposes. In the case of pulsed signals, pre-trigger and post-trigger region of the pulse is also captured to get the complete intra-pulse information including rise time and fall time. The pre-trigger region is captured based on the circular buffer memory concept which is implemented in first-in-first-out (FIFO) memory. The instantaneous frequency profile is used to extract frequency at various points. The frequency is extracted at an equal time interval at five different points from stored instantaneous frequency profile as shown in Fig. 2. These frequencies are known as leading edge frequency (\( F_{LE} \)), trailing edge frequency (\( F_{TE} \)), center frequency during the pulse (\( F_{CNTF} \)), frequency at the first intermediate point (\( F_{IP2} \)) and frequency at the second intermediate point (\( F_{IP1} \)). The \( F_{LE} \) and \( F_{TE} \) are latched at the leading edge (LE) and trailing edge (TE) of the RFP pulse. The RFP is generated using an instantaneous amplitude profile. Whereas to extract frequency at other three points the frequency data is stored during the pulse region in RAM which is generated using block RAM resource of FPGA. The frequency at these three points i.e. \( F_{IP1} \), \( F_{CNTF} \) and \( F_{IP2} \) are fetched from RAM based on the address calculated from the pulse region.

In the case of the FMCW signal, the maximum frequency (\( F_{max} \)) and minimum frequency (\( F_{min} \)) are computed in real-time and stored. The frequency tolerance limit (\( \Delta f \)) and phase tolerance limit (\( \Delta \phi \)) are used during comparisons and windows are fixed.

The amplitude and frequency profiles are computed from the digitised signals using the moving autocorrelation technique. The approximated standard deviation (\( \sigma_{a} \)) is computed for noise estimation\(^{11}\) using the instantaneous amplitude profile \( X(n) \) as given below.
\[ \sigma_{a} = k \frac{\sum_{n=0}^{N-1} X(n)}{N} \]
where, \( k \) is constant which is determined based on the minimum error between standard deviation and its approximated value and \( N \) is the number of samples. High-level threshold (\( T_{l} \)) is computed using estimated noise and accordingly, low-level threshold (\( T_{l} \)) is set during the noisy region. \( T_{l} \) is used to detect pulse leading edge (or pulse start) and \( T_{e} \) for the pulse trailing edge (or pulse end). The threshold is adaptive for better detection and analysis of pulses. Based on the adaptive threshold the pulse detection is carried out. The signal power and noise power is also measured\(^{12}\). Accordingly, signal-to-noise (SNR) is declared.

The flow chart for the proposed decision tree modulation recognition algorithm is shown in Fig. 3. First, the IF signal is captured and amplitude and frequency profiles are computed. The pulse start and pulse end are detected based on high and low-level threshold respectively. As per the flow chart initially, the signal is distinguished between pulsed and CW signals. If PW is greater than the predefined time limit \( T_{l} \) it is declared as CW, otherwise, this is considered as a pulsed signal. If the signal is CW, the algorithm will look for frequency variations
within that period. If $F_{\text{max}}$ and $F_{\text{min}}$ are within the set tolerance limit ($\Delta f$), i.e., frequency is constant, it will be declared as NMCW signal. Whereas, if the difference of $F_{\text{max}}$ and $F_{\text{min}}$ is more than the $\Delta f$, it will be declared as FMCW signal. When the signal PW is below predefined time limit $T$, it is known as a pulsed signal. If the frequency is constant in pulse region and there is no frequency discontinuity it is declared as No nodulation on pulse (NMOP). When there is an abrupt change in frequency due to sudden change in phase, it will be declared as BPM in which phase changes occur closed to $\pi$. Phase changes and their numbers are detected. The minimum duration between two phase changes is measured and stored. The total width of the signal is divided by the minimum duration and the BPM pattern is identified. BPM pattern starts with 1’s and each phase change is represented by 0’s from 1’s and 1’s from 0’s and when there is no phase change it will continue with the same 1’s or 0’s. The representation of the 13-bit BPM code is “1111100110101”. The frequency profiles of NMCW, FMCW, NMOP and BPM are represented in Fig. 4.

The signal is declared as NLFMf when $F_{p_{1}}$ is greater than $F_{p_{2}}$ as well as frequency is sinusoidal. Whereas, if $F_{p_{1}}$ is greater than $F_{p_{2}}$ as well as frequency is sinusoidal, the signal is declared as NLFMr. SFMa is declared when $F_{p_{2}}$ is greater than $F_{p_{1}}$ as well as frequency changes in steps. If $F_{p_{2}}$ is greater than $F_{p_{1}}$ as well as frequency changes in steps, the signal is declared as SFMd. In SFM signals, there will be a step change in the frequency. NLFM signals are generated based on the approximation of SFM signals. The frequency profiles of NLFM and SFM signals are represented in Fig. 5.

When the linear change of frequency trend is ascending, descending or both in pulse region the modulation present is known as LFM. Modulation is declared as LFMa when $F_{p_{2}}$ is greater than $F_{p_{1}}$ as well as frequency changes linearly.

**Figure 3.** Proposed decision tree algorithm flow chart for modulation identification.

**Figure 4.** NMCW, FMCW, NMOP and BPM signals frequency profile.

**Figure 5.** NLFM and SFM signals frequency profile.
Whereas, if $F_{pr_2}$ is less than $F_{pr_1}$ and frequency changes in ascending-descending order, the signal modulation is declared as LFMad. When $F_{pr_1}$ is greater than $F_{pr_2}$ and frequency changes linearly, the signal modulation is declared as LFMd. If $F_{pr_1}$ is less than $F_{pr_2}$ and frequency changes in descending-ascending order, the signal is declared as LFMda. Above mentioned LFM signals frequency profile is illustrated in Fig. 6.

![Figure 6. LFM signals frequency profile.](image)

Once the type of modulation is found out, their parameter is also estimated like slope in the case of LFM, which is known as chirp rate in MHz/us. Similarly, the number of steps and BPM code are the parameters in the case of SFM and BPM respectively. Both modulation type (MT) and modulation parameter (MP) are represented using five nibbles in Table 1. Each MT is bit encoded and represented by one nibble, whereas, MP is represented by four nibbles. In Table, frequency deviation, frequency modulation rate, ascending chirp rate and descending chirp rate are represented as FD, FMR, ACR and DCR.

<table>
<thead>
<tr>
<th>MT code</th>
<th>MT</th>
<th>MF</th>
<th>FMcW</th>
<th>NMOP</th>
<th>LFM</th>
<th>NLFM</th>
<th>SFM</th>
</tr>
</thead>
<tbody>
<tr>
<td>NMCW</td>
<td>0001</td>
<td>0000</td>
<td>0000</td>
<td>0000</td>
<td>0000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FMCW</td>
<td>0010</td>
<td>FMR (KHz)</td>
<td>FD (MHz)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NMOP</td>
<td>0011</td>
<td>0000</td>
<td>0000</td>
<td>0000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LFMa</td>
<td>0100</td>
<td>0000</td>
<td>0000</td>
<td>ACR (MHz/us)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LFMad</td>
<td>0101</td>
<td>DCR (MHz/us)</td>
<td>ACR (MHz/us)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LFMd</td>
<td>0110</td>
<td>DCR (MHz/us)</td>
<td>0000</td>
<td>0000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LFMda</td>
<td>0111</td>
<td>DCR (MHz/us)</td>
<td>ACR (MHz/us)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NLFMf</td>
<td>1000</td>
<td>0000</td>
<td>0000</td>
<td>0000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NLFMr</td>
<td>1001</td>
<td>0000</td>
<td>0000</td>
<td>0000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SFMa</td>
<td>1010</td>
<td>0000</td>
<td>0000</td>
<td>No. of Steps</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SFMd</td>
<td>1011</td>
<td>0000</td>
<td>0000</td>
<td>No. of Steps</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BPM</td>
<td>1100</td>
<td>BPM Code</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Detection performance of modulation identification

<table>
<thead>
<tr>
<th>Modulation type</th>
<th>Proposed algorithm with moving autocorrelation</th>
<th>Proposed algorithm with DIQ technique</th>
<th>Correct identification</th>
</tr>
</thead>
<tbody>
<tr>
<td>NMCW</td>
<td>-2</td>
<td>5</td>
<td>99</td>
</tr>
<tr>
<td>FMCW</td>
<td>-1</td>
<td>7</td>
<td>98</td>
</tr>
<tr>
<td>NMOP</td>
<td>-2</td>
<td>6</td>
<td>99</td>
</tr>
<tr>
<td>LFM</td>
<td>0</td>
<td>7</td>
<td>98</td>
</tr>
<tr>
<td>NLFM</td>
<td>1</td>
<td>8</td>
<td>98</td>
</tr>
<tr>
<td>SFM</td>
<td>-2</td>
<td>5</td>
<td>99</td>
</tr>
<tr>
<td>BPM</td>
<td>1</td>
<td>8</td>
<td>97</td>
</tr>
</tbody>
</table>

The confusion matrix is extracted from the detection performance at SNR of -2 dB for the proposed algorithm with moving autocorrelation as shown in Table 3. The result shows the detection performance with 99% accuracy at -2 dB SNR for NMCW, NMOP and SFM signals. The probability of correct identification is dropped below respective SNR of all modulations. The different modulations are compared for the SNR required for set modulation and declared modulation.

Minimum SNR required using moving autocorrelation technique and DIQ technique is 1 dB and 8 dB respectively to process all types of modulated signals. Based on this, the sensitivity achieved is -87 dBm and -80 dBm using proposed algorithm with moving autocorrelation technique and DIQ technique, respectively.

Table 3. Confusion matrix of modulation identification at SNR of -2 dB

<table>
<thead>
<tr>
<th>Declared MT -&gt; Set MT (Below)</th>
<th>NMCW</th>
<th>FMCW</th>
<th>NMOP</th>
<th>LFM</th>
<th>NLFM</th>
<th>SFM</th>
<th>BPM</th>
</tr>
</thead>
<tbody>
<tr>
<td>NMCW</td>
<td>99%</td>
<td>1%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>FMCW</td>
<td>5%</td>
<td>95%</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>NMOP</td>
<td>-</td>
<td>-</td>
<td>99%</td>
<td>-</td>
<td>-</td>
<td>1%</td>
<td>-</td>
</tr>
<tr>
<td>LFM</td>
<td>-</td>
<td>-</td>
<td>94%</td>
<td>4.5%</td>
<td>1.5%</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>NLFM</td>
<td>-</td>
<td>-</td>
<td>3.5%</td>
<td>95%</td>
<td>1.5%</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SFM</td>
<td>-</td>
<td>-</td>
<td>0.5%</td>
<td>0.5%</td>
<td>99%</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>BPM</td>
<td>-</td>
<td>-</td>
<td>4%</td>
<td>2.5%</td>
<td>1.5%</td>
<td>1%</td>
<td>91%</td>
</tr>
</tbody>
</table>
The comparison of this work with other similar works is not reasonable because the frequency domain techniques get the inherent processing gain. But they suffer from PW and PRI measurement accuracies. The minimum PW measurement is restricted to the number of FFT points and its percentage of overlapping. Whereas, the proposed time-domain technique measures the minimum PW of the order of 50 ns. The fact of the matter is that lower PW does not have the modulation but still, any processing method should meet all basic system requirements along with critical requirements.

Classification of modulation\textsuperscript{27-28} presented are based on the frequency domain processing and they are implemented on DSP processor for ELINT applications. Due to the limitations of the number of MACs in the DSP processor these techniques are not suitable for tactical operations. The proposed decision-tree algorithm is implemented on FPGA hardware which provides real-time performance.

5. IMPLEMENTATION ON FPGA HARDWARE

The proposed algorithm is implemented with a system generator using Xilinx Vivado 2016.4 tool as shown in Fig. 7. The Xilinx device selected is Virtex-7 XC7VX415T FPGA. The synthesis is carried out for netlist generation, mapping for exact mapping of components, place and route is carried out.

The utilisation summary is compared for various FPGA resources with the existing DIQ technique and shown in Table 4. Mainly, DSP resources are utilised very less in the proposed algorithm with moving autocorrelation technique compared to the proposed algorithm with DIQ technique as no filter implementation is required.

The simulation result using the proposed algorithm is shown in Fig. 8 for the LFMad signal. The same input data is used which was used for Matlab simulations. Only two pulses data along with pre and post region is shown to facilitate the simulation. The Mod_Type code can be cross verified as 0x5 (i.e. 0101) with Table 1 for the LFMad signal. This code is generated after 8 clock cycles from the end of the pulse.

![Figure 7. Model generated using system generator.](image1)

![Figure 8. Simulation result for modulation identification feature.](image2)

<table>
<thead>
<tr>
<th>FPGA resource utilisation</th>
<th>Proposed technique with moving autocorrelation</th>
<th>Proposed technique with DIQ technique</th>
<th>Savings in %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slice F/Fs</td>
<td>2334</td>
<td>4353</td>
<td>46.38</td>
</tr>
<tr>
<td>LUT (4 inputs)</td>
<td>2883</td>
<td>4136</td>
<td>30.29</td>
</tr>
<tr>
<td>DSP48E1</td>
<td>12</td>
<td>42</td>
<td>71.43</td>
</tr>
<tr>
<td>Block RAM</td>
<td>300</td>
<td>300</td>
<td>-</td>
</tr>
<tr>
<td>Total power (mW)</td>
<td>546</td>
<td>782</td>
<td>30.18</td>
</tr>
</tbody>
</table>

Table 4. FPGA resource utilisation summary (Device: XC7VX415T)
6. CONCLUSIONS

In this work, NMCW, FMCW, NMOP, LFM, NLFM, SFM and BPM modulations have been identified using the decision tree algorithm. This decision tree algorithm used with the moving autocorrelation approach is implemented in FPGA and identified all mentioned modulated signals at 1 dB SNR. Hence, a unique time–domain digital technique for modulation identification has been proposed. The assumptions have been made that at any given point of time one modulation type is present in the input signal. The length of the input signal is assumed constant to generate a particular type of modulated signal in case of the pulsed signal. The advancement in signal processing algorithms, tied with high-performance hardware has enabled to improve the emitter identification and also to achieve a real-time performance. In the future, modulation identification work will be extended for additional signals and a combination of signals.
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