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1. IntroductIon
With the accelerated development of new technologies, 

information formats such as images, audio and video are 
shared over the cloud or Internet in a large scale. These forms 
are vulnerable to unauthorised access and attacks as this digital 
information have become openly accessible over the network. 
Hence, there arises a need for encryption techniques to address 
the security of communication. The traditional advanced 
encryption standard (AES) or data encryption standard (DES) 
algorithms are not convenient algorithms for image encryption 
because of the unique characteristics of images such as bulk 
capacity and redundancy1. Owing to these factors, image 
encryption process is being performed using chaos based 
maps and attractors. Chaos has several advantages namely 
ergodicity, randomness, highly sensitive to initial conditions, 
etc2. However, key space varies according to the variables and 
control parameters. Deoxyribonucleic acid (DNA) coding also 
plays a significant role over image encryption but it is likely 
prone to chosen plaintext attacks3. CA looks to be a good 
candidate for encrypting images due to the presence of large 
key space, rules and their ability to model complex systems4.

The 1D CA contains array of interconnected cells, the status 
of which depend on previous, present and next cells. In CA, 

rules are the controlling elements which fix the characteristics 
and operations. Rules can be formed by computing logical 
function(s) among the neighbouring cells. For a 8 bit CA, total 
of 28 1D CA rules are possible5. An image encryption scheme 
based on hyper chaos and CA is proposed in6. The confusion step 
involves changing the position of the original image according 
to the hyperchaos and the synthetic image is created using the 
non-uniform CA which is used for diffusing the pixels of the 
confused image. A CA employing a quantum 1D CA could be 
accomplished by delicately building the evolution rules7. Most 
widely used CA rules are Rule 90, Rule 150 and Rule 428-10. An 
image encryption approach using elementary CA in which state 
transition diagram shows that some rules behave as an attractor 
to confuse the pixel positions of an image is recommended11. 
Image confusion using intertwining logistic map and diffusion 
using reversible CA (RCA) is suggested14. A digital scrambling 
according to four classes of behaviours proposed by wolfram 
such as ordered behaviour, periodic behaviour, random or 
chaotic behaviour and complex behaviour is proposed15. This 
CA is most widely used for diffusion operation and confusion 
process has been carried out with logistic map and chaos 
memory combinations16-18. Considering the earlier works, the 
proposed work combines CA and IWT in an attempt to study 
the efficiency with chaotic maps or attractors.

Main contributions of the proposed work are:
(i) Dual confusion using the CA Rule 90 and 150 with two 
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different seeds has been carried out in IWT domain
(ii)   First level of diffusion using the CA Attractor 42
(iii)  Second level of diffusion using the FPGA generated 

random synthetic image
(iv)  Hardware - software co-design resulting in large keyspace 

which provides resistance against brute force attacks.

2. ProPoSed methodology
The proposed scheme consists of confusion and diffusion 

units. Confusion process is carried out in transform domain 
and diffusion is performed in spatial domain. The overall 
functional block diagram of the proposed Image Encryption 
algorithm is depicted in Fig. 1(a).

The following steps are carried out during image 
encryption:

Step 1: Divide the original RGB image of size M×N into 
Red, Green and Blue planes of size M×N. 

Step 2: Decompose each plane into its sub-bands (ll, 
lH, Hl, HH) each of size M/2 × N/2 using IWT

Step 3: Generate the pseudo random number sequence         
S = (S1, S2….SM/2×N/2) through cellular automata CA Rules 90 
and 150 with initial seed S0 = E7D53FF0F012FFFFE7D53FF0
F00FEBFFF. Perform sorting in ascending order on the pseudo 
random sequence S as follows:

[IS, YS] = sort (S)                                                             (1)
where [ , ]• •  = sort ( )•  is the sequence indexing function; IS 
is the new index after sorting  the data S and YS is the sorted 
sequence after sorting S.

Step 4: Perform first level of confusion on the pixels of 
ll subband of each plane ll ((M/2 × N/2)) in the following 
form:

1( ) ( ( )) , 1
2 2s
M NCa i LL I i where i  ⇐ ≤ ≤ × 

 
   (2)

Step 5: Generate the pseudo random number sequence         
P = (P1, P2……….PM/2×N/2) through CA rules 90 and 150 with 
initial seed P0 = 67553CF0F192F9FEE7D53EF8F0CF6BE7. 
Perform sorting in descending order on the pseudo random 
sequence P as follows:

[JS ,ZS] = sort (P)                          (3)
where [ , ]• •  = sort ( )•  is the sequence indexing function; JS 
is the new index and ZS is the sorted sequence. Perform second 
level of confusion on the pixels of confused ll subband Ca1 
of each plane Ca1 ((M/2 × N/2)) in the following form:

2( ) 1( ( )) , 1
2 2s
M NCa i Ca J i where i  ⇐ ≤ ≤ × 

 
   (4)

Step 6: Perform inverse IWT over the subbands LL, LH, 
Hl, HH of each plane to produce the duo confused images 
DCIRed, DCIGreen, DCIBlue. The diagrammatic representation of 
the confusion procedure is illustrated in as Fig. 1(b).

Step 7: Generate pseudo random sequence R = (R1, R2…..
RM×N) using the CA 42 attractor with initial seed R0 = 00110101. 
These generated bits are reshaped into the matrix  R of size 
M×N. The duo confused images of each plane is diffused using 
Eqns. (5). The same procedure is repeated for all the three 
plane. 

D1red = (DCI red) XOR (R)                                              (5)

Step 8:  Generate True random number sequences  of length 
Q = (Q1, Q2,….QM×N) using the prime length ring oscillators 
designed on Cyclone V FPGA using four rings with 13, 17, 23 
and 31 inverters, respectively. Reshape these random numbers 

Figure 1. (a) overall functional diagram of the proposed 
method,  (b) Confusion procedure, and (c) Diffusion 
procedure.

(a)

(b)

(c)
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into the synthetic image of size M × N.
Step 8.1:  Diffuse the synthetic image and image obtained 

from Step 7 according to the equation  (6).
(D1red) XOR (Q) = DDI red                                                (6)
Step 8.2: Execute the same for all the planes to obtain 

DDIgreen and DDIblue. 
Step 8.3: Combine these dual confused and diffused planes  

to form the encrypted image E. The schematic representation 
of the diffusion procedure is given in Fig. 1(c). 

3. reSultS And dIScuSSIon
In order to validate the strength of obtained cipher images, 

differential, histogram, entropy, correlation and key sensitivity 
analyses have been performed. Two military tank images of 
size 128×128 and two USC-SIPI database images of size 
256×256 were considered for analyses which are as shown in 
Figs. 2(a)-2(d). The corresponding encrypted images are also 
shown in Figs. 3(a)-3(d). The algorithm and analyses were 
carried out using MATlAB R2016b platform on a system with 
4 GB RAM, 1 TB hard disk and an Intel Core i5, windows 10 OS.

3.1 correlation analysis
Correlation between the pixels is an important feature 

which has a considerable value in the original images and 
near zero value in the case of encrypted images. To test the 
correlation, 4000 pair of adjacent pixels were considered and 
the correlation along horizontal, vertical, diagonal directions 
were determined using the Eqns. (7)-(10). The correlation 
coefficients of the four test images have been presented in 
Table 1. The values are very low showing the strength of 
encryption.

1

1( )
N

i
i

E a a
N =

= ∑                    (7)

       
2

1

1( ) ( ( ))
N
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i
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N =

= −∑
    

        (8)
      

1

1( , ) ( ( ))( ( ))
N

i i
i

Cov a b a E a b E b
N =

= − −∑                       (9)

( , )
( ) ( )

ab
Cov a b
D a D b

γ =                                        (10)

where a and b represent the two adjacent pixels values of the 
encrypted image. Cov(a, b), E(a) and D(a) are the covariance, 
expectation and variance of the variable a, respectively. Figures 
4(a)-4(c) and Fig. 4(d)-4(f) show the horizontal, vertical and 
diagonal correlation coefficients of the original and encrypted 
Arjun tank image, respectively.

 
3.2 histogram Analysis

Histogram represents the visual distribution of pixels in 
an image. Figures 5(a)-5(c) show the histograms of the original 
arjuntank image of red, green and blue planes and Figs. 5(d)-
5(f) show the corresponding histograms of the encrypted 
arjuntank image. From the Figs. 5(d)-5(f), it can be inferred 
that the image pixels have been evenly distributed in each 
plane. This proves the randomness of the cipher image to resist 
statistical attack.

3.3 entropy Analysis
Entropy is an important feature which provides the 

probability of distribution of the gray levels in an image. For 
an encrypted grayscale image, this value must be close to 8 
which represents the best level of uncertainity. Entropy can be 
expressed as,

Figure 2. original images : (a) Varunastra, (b) Arjun tank, (c) Airplane, and (d) Peppers.

Figure 3. encrypted images : (a) Varunasastra, (b) Arjun tank, (c) Airplane, and (d) Peppers.

(a) (b) (c) (d)

(c) (d)(a) (b)
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1

( ) log ( )
N

i i
i

H P x P x
=

= −∑                                            (11)

where P(xi ) is probability of the symbol xi. Table 2 provides the 
entropies of the test images in each plane. 

table 2. entropy analysis

Images entropy red green blue

Varunastra Original 7.4205 7.6718 7.6326

Encrypted 7.9874 7.9860 7.9864
Arjuntank Original 7.7832 7.7475 7.5992

Encrypted 7.9866 7.9862 7.9866
Airplane Original 6.7780 6.8795 6.2680

Encrypted 7.9970 7.9970 7.9969
Peppers Original 7.1681 7.0215 6.8049

Encrypted 7.9970 7.9971 7.9972

Ref.12 Encrypted - - 7.9717

Ref.13 Encrypted - - 7.9700

The obtained entropies of encrypted images are above 
7.9 thus showing the uniformity of intensity values throughout 
the encrypted images. The average entropy of the algorithm 
proposed in this work for red, green and blue planes of the 
considered test images are 7.9920, 7.9915, 7.9911, respectively, 
which are higher than the entropy of test images of algorithms 
proposed12,13.

3.4 differential Analysis
Number of pixels change rate (NPCR) and unified 

average change intensity (UACI) evaluate the sensitivity of the 
proposed encryption algorithm to produce completely different 
cipher images even for a tiny change in original image19. It can 
be estimated using Eqns. (12)-(14).

1
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Figure 4. correlation of Arjuntank: (a - c) original horizontal 
correlation  of  red, green, blue planes; (d-f) encrypted 
horizontal correlation of red, green, blue planes.

table 1. horizontal, vertical and diagonal correlation 
coefficients

Images Plane h V d
Varunastra Original Red 0.9620 0.9704 0.9416

Green 0.9382 0.9461 0.9047

Blue 0.9497 0.9579 0.9232
Encrypted Red 0.0021 -0.0076 -0.0056

Green 0.0102 -0.0012 -0.0124

Blue 0.0057 0.0031 0.0039
Arjuntank Original Red 0.9026 0.8692 0.8143

Green 0.9034 0.8641 0.8124

Blue 0.8949 0.8458 0.7927
Encrypted Red -0.0033 0.0014 -0.0200

Green 0.0106 -0.0083 0.0036

Blue -0.0018 0.0013 -0.0024
Peppers Original Red 0.9712 0.9849 0.9578

Green 0.9455 0.9788 0.9268

Blue 0.9402 0.9713 0.9150
Encrypted Red -0.0052 0.0046 0.0037

Green 0.0024 0.0019 -0.0002

Blue 0.0024 -0.0026 0.0020
Airplane Original Red 0.9055 0.8869 0.8252

Green 0.8923 0.8961 0.8309

Blue 0.9088 0.8574 0.8215
Encrypted Red 0.0024 0.0008 -0.0033

Green 0.0014 0.0012 0.0007

Blue -0.0019 -0.0058 -0.0013
H – Horizontal, V – Vertical, D – Diagonal

(a)

(c)

(e)

(d)

(f)

(b)
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where R and C are row and column of the image. C1 and 
C2 are the encrypted images. NPCR and UACI values of 
the taken test images are depicted in Table 3 which are good 
values.

3.5 encryption Quality Analysis
Visual inspection of the images is also an important 

parameter to evaluate the efficiency of the algorithm. Three 
parameter have been considered for this quality analysis. 
They are maximum deviation (MaxD), irregular deviation 
(IDev) and deviation from uniform histogram (DHist) which 
were calculated using the Eqns. (15)-(17). The findings of this 
analysis are presented in Table 4. 

1 1 2

12
N N

i
i

D DMaxD D− −

=

+
= + ∑                                    (15)

1

0
i

N
D

i
IDev H−

=
= ∑                                       (16)

255

0
i

i
c c

C
H H

DHist
M N
=

−
=

×
∑              (17)

  
table 4. encryption quality analysis

     
Images Plane maxd dhist Idev

Varunastra Red 9104 0.4858 10922

Green 9108 0.4869 11182

Blue 8897 0.5173 11204
Arjuntank Red 7408 0.5138 10035

Green 7941 0.5121 9885

Blue 9690 0.4878 9617
Airplane Red 67492 0.0493 20686

Green 66329 0.0514 20029

Blue 78919 0.0524 17726
Peppers Red 46096 0.0516 34528

Green 54948 0.0508 47930

Blue 69646 0.0511 50160

3.6 contrast Analysis
Contrast of the encrypted image20 is analysed and from the 

obtained results, it was inferred that the images have uniform 
contrast after encryption. Table 5 depicts the values of contrast 
of the original and encrypted images. 

table 5. contrast analysis

Images contrast r g b
Varunastra Original 1.8745 1.6555 1.5502

Encrypted 10.4305 10.5069 10.5174
Arjun tank Original 2.6989 2.4890 2.1077

Encrypted 10.5266 10.4227 10.2981
Airplane Original 1.3843 1.7453 0.6565

Encrypted 10.4475 10.4667 10.4905
Peppers Original 0.8443 0.7843 0.6340

Encrypted 10.5021 10.5308 10.5361

3.7 Keyspace Analysis
Keyspace analysis is performed to understand whether the 

number of keys used in the proposed algorithm are sufficient 

Figure 5. histogram of Arjun tank: original (a)-(c) red, 
green, blue planes; encrypted (d)-(f) red, green, blue 
planes.

Table 3. Differential analysis

Images Plane nPcr uAcI

Varunastra Red 99.6521 37.1472

Green 99.5972 34.6690

Blue 99.5667 33.5870
Arjuntank Red 99.6033 31.1643

Green 99.5544 30.3690

Blue 99.5911 29.4197
Peppers Red 99.6307 32.0231

Green 99.6002 34.7858

Blue 99.6628 35.3778
Ref.12

- 99.5643 33.5724
Airplane Red 99.6277 31.9226

Green 99.6124 32.7550

Blue 99.6338 33.1808

(c)

(e)

(a)

(d)

(f)

(b)
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to resist brute force attacks. The secret keys used in this work 
include that of CA 90, CA 150, CA 42 and synthetic image 
generation using prime length of ROs on FPGA. For encrypting 
a M×N RGB image, the total keyspace of the proposed 
algorithm is 216 × 8(65536)×3 × (ΔT×NI) where ΔT represents the 
delay in ROs and NI stands for the number of inverters used.  It 
can be justified that the proposed algorithm is computationally 
large enough to resist the brute force attack with this large 
keyspace.

4. concluSIonS
An RGB image encryption scheme using both software and 

hardware has been proposed in this work. CA rules have been 
used in IWT for encryption stages. FPGA generated random 
synthetic image was utilised for diffusion stage which makes 
the algorithm strong to depend on a reconfigurable hardware 
during encryption. The various analyses performed have proved 
the efficiency of the proposed encryption algorithm. Future 
work will be on implementation of the proposed algorithm 
along with chaotic maps as a whole on FPGA platform. 
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