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ABSTRACT

Statistical Machine Translation (SMT) systems are based on bilingual sentence aligned data. The quality
of translation depends on the data provided for translation learning. A huge parallel corpus is required for
performing the statistical machine translation. The aim of this paper is to explore SMT using the Moses toolkit
for creating a German-English translator. To perform the German to English translation, a parallel corpus of
this language pair has been provided. Larger the size of the data provided for the training of the Moses
decoder, more accurate is the translated output.
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1. INTRODUCTION

Machine translation (MT) is unable to achieve high
accuracy because natural languages are highly complex.
When taken at the word level, one has to deal with the
problem of synonymies, i.e., one word having multiple
meanings and different possible translations. At the
syntactic level, sentences might have different
renderings, and relationship between linguistics entities
is often vague. Accurate translation, which is sometimes
not possible even for human translator, also
encompasses world knowledge or commonsense into
account. The number of relevant dependencies is very
large and these dependences are complex for a
machine translation system to be taken into account. The
main focus of MT research until the end of 1980s was
mainly using linguistic rules of various kinds such as
lexical rules, morphological rules, rules for syntactic
analysis, rules for lexical transfer, rules for syntactic
generation, rules for morphology, etc. The rule-based
approach was most commonly used in the dominant
transfer system and was also the basis of various
Interlingual systems.

Some improvement was achieved by the development
of improved computer hardware, programming languages,

and above all the progress in syntactic analysis based on
research in formal grammars by Chomsky1-3 and others.
This lead to relegation of this approach by the emergence
of new ‘corpus-based’ methods and strategies. An
important development has been the revival of the
statistic-based approaches, which were virtually used as
the sole means of analysis and generation and where no
linguistic rules were applied. SMT is by far the most
dominant paradigm of machine translation. The idea
behind statistical machine translation is derived from the
fact that the document is translated on probability, i.e., a
phrase or sentence in language ‘B’ is the translation of a
sentence or phrase in language ‘A’.

Improvements in this field were also the result of
broad-based research, building upon a wide range of well-
tested computational and linguistic methods and
techniques. With research in the field of artificial
intelligence and natural language processing in the early
1990s, there was an increase in the quantity of bilingual
data available on Internet which could be used to train
translation systems. Much of the early statistical work
used the English-French translations of the Canadian
parliament. Similar parallel texts of European Parliament
(Europarl)4-5 transcripts provided training data for other
language pairs. Most research was focused on the
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corpora-based methods, and on combining these with
traditional rule-based methods. Empirical translation
research has made strides from IBM’s Candide system6

to the latest Google translation services. The research
program of statistical machine translation has focused on
building statistical models of existing translation data,
and on finding optimal translations of new-source-text
using these models. A source text with free or erroneous
multiple human translations is more helpful than a single
translation. Multiple translations can help us in giving
more information about the variation of translations, and
how the same text has been translated in exactly the
same context.

But the availability of parallel texts in the language
pair or domain remains questionable. To overcome this
shortfall, researchers have turned to comparable corpora
such as technical articles on similar topics. Words with
similar distributions in comparable corpora have more
probability of being translated. The majority of these
technical literature is not translated. Subject ontologies
and overlapping technical terms provide an aid to identify
comparable articles in different languages. More terms
can then be bootstrapped into the translation dictionaries
and the process is repeated.

The following steps are taken in building data-driven
MT systems:

(i) Alignment finds articles, sentences, phrases, and
words that are translations of each other.

(ii) Building a translation model based on statistical
model, which describes the process of transfer of
words, phrases, or grammatical structures, both
syntactic and semantic, from one language to
another.

(iii) Building a language model, which describes the
structure of a statistical model of how likely various
sequences of words or grammatical constructions are
in the target language.

This model relies on parallel corpora to compute
statistics on the frequency with which source and target
language words co-occur in aligned segments. The
resulting models furnish no absolute translation
correspondences but only more or less probable ones. In
other words, every target word in the training corpus is
viewed as a potential translation of each source word. The
mathematics of SMT describes the definition of a series of
five increasingly complex translation models that
consider an expanding range of factors in establishing the
alignments between words. The core to all these models
is the bilingual lexicon that is the table that lists the
targets equivalents for each source word, along with their
probabilities. There are several ways of refining the basic
methodology so that the extracted translation lexicons

become sufficiently accurate to allow for their integration
into the workflow of conventional MT systems. But the
main drawback of these models is that they can provide
the possible translations of a given source word but do not
explain the various contextual factors which determine
when a given equivalent is appropriate.

Current MT researches are mostly in the field of high
precision in chunk (sentence) and word alignments. The
translation model based on the structures of the two
languages and their relationship, is obtained after aligning
the parallel text down to the level of words and phrases.
The simplest models are lexical. Since words are related
to the neighbouring words, more refined models generally
define their probability distributions over contiguous
phrases. Bilingual dictionaries are also a good source for
directly mining word correspondences. In addition to
aligning individual words and contiguous strings or
‘phrases’, the attractive approach is to align higher level of
syntactic or semantic structures.

The statistical technique in machine translation has
led to tremendous increase in the accuracy of translation
and quality of research systems. With passage of time,
quality of machine translation is improving and its
accuracy is being enhanced with the increase in available
parallel bilingual data. One of the important factors in
these improvements is definitely the availability of large
amount of data for training statistical models. Yet the
modelling, training, and search methods have also
improved since the field of statistical machine translation
was pioneered by IBM in the late 1080s and early 1990s.

2. MOTIVATION

Although expert systems incorporate deep linguistic
knowledge, these are expensive to maintain and
implement on new language pairs. These give only one
target sentence for each source sentence, whereas SMT
yields many target sentences, each with a probabilistic
score. The SMT is not confined to any specific pair of
languages. The SMT systems can be trained over the
parallel corpus within days to produce the translation.

Using Moses one can extend the phrase-based
translation with factors and confusion network decoding.
Confusion Network Decoding provides the translation of
ambiguous input as well. The Moses decoder is a drop in
replacement of Pharoh, the popular phrase-based
decoder and uses Bean Search algorithm.

Machine translation (MT) is the computer-based
translation from one natural language into another
language using computers.7-8  SMT is an approach to MT
that is characterised by the use of machine learning
methods. In order to accomplish the task of translation,
we have used the technique of SMT was used as it is
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accurate on a large corpora and can be used for any
language pair. A translation model trained on 700,000
sentences of the German-English Europarl corpus and
the open source Moses toolkit were used to perform the
factored phrase-based translation.

3. RELATED WORK

The rule-based translation system9 used in machine
translation, should be provided with all the necessary
linguistic rules as well as the exceptions to these rules.
Thus, rule-based system proves to be time-consuming
and costly. The scope of example-based machine
translation (EMBT) is quite limited because inspite of the
large corpus, everything that one wants to translate
cannot be covered by examples.10 Although much
research has been carried out on SMT since 1980, the
use of phrase translation has shown improved results.
Phrase-based machine translation can be referred to
Och’s alignment template model.11 This was further
enhanced by Yamada using phrase translation in a
syntax-based model.12 Marcu introduced a joint
probability model for phrase translation.13  Today, phrase-
based translation is being used in most of the SMT
systems. The phrase-based SMT was defined by Koehn,
Och, and Marcu.14   According to the Factored Translation
Model15, each word is considered along with additional
annotations. Factored Translation Model, along with SMT
toolkit Moses, is considered to be the state-of-the-art
SMT system.16   The greatest advantage with this model is
that it is not built specifically for a language pair and can
be used for translation between any two languages, as
long as sufficient parallel corpus is available to train the
models.17 Much work has been done in sentence
alignment for automatically producing bilingual
corpora.18-21

3.1 Background

Statistical machine translation is based on finding the
most probable translation of a sentence using data
gathered from a bilingual corpus. MT is the automatic
translation of text from one natural language to another. To
perform the task of translation the computer needs to
understand the following:

(i) Grammar of both the languages.

(ii) Morphology of setences.

(iii) Syntax.

(iv) Semantics.

(v) Lexicon.

(vi) Pregmatics.

The computer can learn these automatically from
parallel bilingual text. The objective of SMT is to extract

general translation rules from a given corpus consisting of
sufficient number of sentence pairs which are aligned to
each other. Alignment of the words of the source language
with those of the target language forms the core building
block of the translation models. There can be more than
one alignment for two sentences that are the translations
to each other.

One can express the problem of translating a German
sentence g into English sentence e by the following
application of Bayes Rule:

  argmax Pr(e|g)     = Pr(e)Pr(g/e)      (1)
             Pr(g)

          = Pr(e) Pr(g/e)

where Pr (e) is the language model probability, and
where Pr (g/e) is the translation model probability

One considers all possible English sentences e and
choose the one that maximises the product Pr(e) Pr (g/e).
The factor Pr (g) can be ignored because it is the same for
every ‘e’22. One of the ways to accomplish the task of
Statistical Machine Translation is to use phrase-based
translation.

Phrase-based SMT Model in SMT has enhanced the
performance of MT systems. The basis of phrase-based
translation is to fragment the input sentence into phrases
and then translate these phrases into the target language.
These translated phrases in the translated language are
then re-ordered. The phrase-based model greatly
depends on the size of the parallel corpus.

In contrast to the phrase-based translation model, in
Factored Translation Model23, the surface form is
augmented with factors such as root, part-of-speech tag
or morphological information.24 The string is then
represented as a vector of strings and a phrase is
represented as a sequence of vectors. The translation
process is broken up into the following three mapping
steps25  as shown in Fig. 1.

� Translate input lemmas into output lemmas.

� Translate morphological and POS factors.

� Generate surface forms given the lemma and
linguistic factors.

The translation model finds out the correspondence
between the source sentence and the target sentence
and tells whether the two translations match with each
other. The translation table maps foreign phrases to the
target language. The translation table needs to be
extracted from the parallel corpus by the process of word
alignment.

The Moses decoder implements the Beam Search
(BS) algorithm to find the best translation for the given

(2)



28 DESIDOC J. Lib. Inf. Technol., 2010, 30(4)

 

Morgen f liege ich Nach Kanada Zur 

Konferenz 

Fragmented 

Tomorrow Will fly I To the 

conference 

In Canada 

Tomorrow I Will f ly To the 
conference 

In Canada 

Translated 

Reordered 

Morgen       fliege       ich    nach     Kanada     Zur  Konferenz 

                Figure 1. Steps involved in phrase-based translation.
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Figure 2. Building blocks of SMT system (phrase-based).

input. One can have a number of phrase translation
options for a given input string of words. The BS algorithm
searches through all the translation options and selects
the best translation having the highest probability.

Confusion network decoding, an eminent
characteristic of Moses, allows a network of different word
choices to be examined by the machine translation
system. It is a blend of speech recognition and machine
translation. Confusion network is a linear directed graph26

and is used to reduce the complexity of the lattices to a
series of confusion sets as shown in Fig. 2. Various
operations such as sentence scoring, perplexity
computation, sentences generation, and various types of
model interpolation are performed with N-gram-based and
related language models27. The language model, build in

the target language, decides whether the translation
made is in meaningful English language or not.

4. RESOURCES

For SMT the open source toolkit Moses has been
used. The English-German parallel corpus has been
obtained from the European Parliament Proceedings
EROPARL.

4.1 Moses

The Moses translation toolkit has been used to build a
machine translation system from one language to
another. Moses is capable of learning translation tables,
language models, and decoding parameters from the
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data. It is released under the LGPL licence and is
available both as source code and as binaries for
Windows and Linux. It is written in C++ and Perl. The key
features of Moses include pre-processing the data,
training and tuning of language model, and the translation
model. Moses uses the following tools:

� GIZA++: used for word alignment.28

� SRILM : for building language model.29

� MKCLS: used for training word classes used in
SMT.30

� NIST, BLEU: for evaluation of the translation.31-33

4.2 Parallel Corpus

The corpus for English and German languages were
obtained from Europarl parallel corpus, the Proceedings
of the European Parliament. It includes versions in 11
European languages.

4.3 Hardware Requirement

The hardware requirements for the SMT are:

� High-end server with the minimum  2 GB  RAM
Windows/Linux OS

� Operating System Used:  Red Hat Enterprise Linux
5.1.19.6

5. METHODOLOGY

The required tools GIZA++, SRILM, MKCLS, NIST,
BLEU were downloaded and successfully installed along
with the required scripts. The given parallel corpus was
preprocessed. The English and German sentences were
aligned, concatenated and then tokenised. Long
sentences were first filtered and then lowercased.

The language model was then built in the target
language, i.e, in English. For this, the English language
model data was first tokenised and then lowercased and
the language model was built using SRILM. A 5 gram
language model was built. The phrase-based translation
model consists of the following two files:

� Phrase-table: the phrase translation table.

� Moses.ini: the configuration file for the decoder.

Once the language model was built,  the training
process was started. The training process was executed
by the script train-factored-phrase-model.perl. In the
training process, various steps were involved. First the
training data was prepared and then the vocabulary files of
both the languages were generated and the parallel
corpus was converted into a numbered format. Second,
the words were aligned bidirectional. The maximum

likelihood lexical translation table can be obtained from
the aligned words. Next, the phrases were extracted and
piled up into one big file. A translation table was created
from the stored phrase translation pairs. The phrase
translation probability distribution for the German phrase
and the English phrase was calculated, which helped in
computing the translation scores. The lexicalised
reordering model gives the cost which is linear to the
reordering distance. Finally, the configuration file for the
decoder, called Moses.ini, was generated. The training
process terminates here and the translation in the target
language can be obtained for any given input sentence in
the source language. The translated sentences were
evaluated using the machine translation scores BLEU,
and NIST. GIZA++28 which uses the IBM Model 1,2,3 and 4
with 5,0,3,3 iterations, respectively.

The model for translating German text into English
was trained. The input given (in German) was echo ‘wir
wissen nicht,was passiert’ | / usr / home / smt / projects /
programming / language_model / Moses/ Moses-cmd /
src / Moses –f Moses.ini > out.txt

The result obtained was

6. RELATED ISSUES

The major issue concerned with SMT is the heavy
resource requirement while handling large corpus. A large
amount of time is spent in alignment of the corpus and to
train the corpus. Moreover, high processing power is
required. Parallel corpus of sufficient size is not available
for every language and the corpus is domain specific.
Comparable non-parallel corpora34 can be used to
overcome the limitation. Parallel sentences can be
identified and extracted from very large comparable
corpora of newspaper articles.

7. FUTURE WORK

New developments in machine learning are being
applied to MT also. More linguistic knowledge can be
introduced in the models and in parametric estimation.
Syntactic modelling is also an area of active research.
Modelling techniques and parameter estimation methods
are also subject to refinement.35 In future, advancement of
SMT lies in integrating SMT with speech recognition, web
page translation, information retrieval, mining parallel
corpus from the World Wide Web36, spoken language
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understanding23, document summarization and other
Neuro-linguistic programming applications.

One can improve the translation process in many
ways. We have used similar sentence retrieval and
weighting schemes for translation purpose which are very
simple. It may work better by extracting a large dictionary
and using semantic information to generalise the training
data.37   One may introduce a new strategy for integrating
WSD into an SMT system that performs fully phrasal
multi-word disambiguation.38   Integration of Named Entity
Recognition and a transliteration system with Moses
might further improve accuracy of translation  as any
named entity can be directly recognised and
transliterated.39

8. CONCLUSION

A statistical translation model based on bilingual
phrases has been presented.  Use of  bilingual phrases
instead of single words in the translation model has
significantly improved translation quality. The task of
translating the German text into English was
accomplished by SMT using Moses. The translated
output gives more accurate translation if the model is
trained repeatedly and intensively, with a larger corpus
containing more number of sentence pairs.
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