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ABSTRACT

Organisations be it industry or business or even educational institutes, need to improve their information
inventory system so as to survive in the competitive environment. The organisations have to increase their
efficiency and effectiveness in maintaining the cycle of activities, in their planning, decision-making processes,
and analytical needs. There are several ways to acquire this goal; one of it is with data mining which is able
to make a prediction using existing data in their database in order to forecast future demand. In addition, with
data mining they would be able to determine which activity is more important and what trend is prevailing.
An information system, which is based on both World Wide Web technology and a 3-tiered architecture, is
proposed herein to meet the above requirements. This paper is an attempt to provide the initial concept about
data mining model that most likely will be used in various department including libraries of the teaching institutes.
The initial concepts covered by the paper are the appropriate data warehouse schema; data mining tasks and
techniques that are best suited, and applications.
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1. INTRODUCTION

Data warehousing is an algorithm and a tool to collect
the data from different sources and to store it in a single
repository to facilitate the decision-making process.
According to W. H. Inmon1, a leading architect in the
construction of data warehouse systems, a data
warehouse is a subject-oriented, integrated, time-variant,
and non-volatile collection of data in support of
management’s decision-making process.

This short, but comprehensive definition presents the
major features of a data warehouse. The four keywords—
subject-oriented, integrated, time-variant, and non-
volatile—distinguish data warehouses from other data
repository systems such as relational database systems,
transaction processing systems, and file systems.

Subject-oriented: A data warehouse is organised around
major subjects, such as customer, vendor, product, and
sales. Rather than concentrating on the day-to-day
operations and transaction processing of an organisation,
a data warehouse focuses on the modelling and analysis
of data for decision makers. Hence, data warehouses

typically provide a simple and concise view around
particular subject issues by excluding data that are not
useful in the decision-support process.

Integrated: A data warehouse is usually constructed by
integrating multiple heterogeneous sources such as
relational databases and online transaction records. Data
cleaning and data integration techniques are applied to
ensure consistency in naming conventions, encoding
structures, attribute measures, and so on.

Time variant: Data are stored to provide information from
a historical perspective (e.g., the past 5-10 years).Every
key structure in the data warehouse contains, either
implicitly or explicitly, an element of time.

Non-volatile: A data warehouse is always a physically
separate store of data transformed from the application
data found in the operational environment. Due to this
separation, a data warehouse does not require
transaction processing, recovery, and concurrency
control mechanisms. It usually requires only two
operations in data accessing: initial loading of data and
access of data.
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Data warehousing provides an interesting alternative
to the traditional approach of heterogeneous database
integration described above. Rather than using a query-
driven approach, data warehousing employs an update-
driven approach in which information from multiple,
heterogeneous sources is integrated in advance and
stored in a warehouse for direct querying and analysis.
Major libraries have large collections and circulation.
Managing libraries electronically has resulted in the
creation and management of large library databases. The
interconnection of libraries and sharing resources across
libraries has resulted in the management of very large
databases. Most large and/or multinational industries
worldwide have exploited such opportunities by applying
data warehouse technology to their data repositories to
discover knowledge that had helped them to gain
competitive advantage through decision making. The
same can be done for libraries using the available large
databases. This paper identifies how the data warehouse
technology could assist libraries to discover knowledge
and improve services.

2. OPERATIONAL DATABASE SYSTEM
VERSUS DATA WAREHOUSES

Since most people are familiar with commercial
relational database systems, it is easy to understand
what a data warehouse is by comparing these two kinds
of systems. The major task of online operational database
systems is to perform online transaction and query
processing. These systems are called online transaction
processing (OLTP) systems, and cover most of the day-
to-day operations of an organisation such as purchasing,
inventory, manufacturing, banking, payroll, registration,
and accounting.

Data warehouse systems, on the other hand, serve
users or\knowledge workers in the role of data analysis
and decision making. Such systems can organise and
present data in various formats in order to accommodate
the diverse needs of the different users. These systems
are known as online analytical processing (OLAP)
systems. The major distinguishing features between
OLTP and OLAP are:

(i) Users and system orientation: An OLTP system is
customer-oriented and used for normal transaction
like issue of book, and query processing by
librarians, teachers, and information technology
professionals. An OLAP system is more of planning
and decision-making oriented and is primarily used
by knowledge workers including managers,
executives, and analysts.

(ii) Data contents: An OLTP system manages current
data that, typically, are too detailed and used to run
the day-to-day business of the institution library. An

OLAP system manages large amounts of historical
data, provides facilities for summarisation and
aggregation, and stores and manages information at
different levels of granularity. These features make
the data easier for use in informed decision making.

(iii) Database design: An OLTP system usually adopts
an entity-relationship (ER) data model and an
application-oriented database design. An OLAP
system typically adopts either a star or snowflake
model and a subject-oriented database design.

(iv) View: An OLTP system focuses mainly on the
current data within an enterprise or department,
without referring to historical data or data in different
organisations. In contrast, an OLAP system often
spans multiple versions of a database schema, due
to the evolutionary process of an organisation. OLAP
systems also deal with information that originates
from different organisations, integrating information
from many data stores. Because of their huge
volume, OLAP data are stored on multiple storage
media.

(v) Access patterns: The access patterns of an OLTP
system consist mainly of short, atomic transactions.
Such a system requires concurrency control and
recovery mechanisms. However, accesses to OLAP
systems are mostly read-only operations (since
most data warehouses store historical rather than up-
to-date information), although many could be
complex queries. Other features which distinguish
between OLTP and OLAP systems include database
size, frequency of operations, and performance
metrics.

3. THE 3-TIER ARCHITECTURE

The data warehousing has three-tier architecture
(Fig. 1). The first-tier is known as the extraction and
transformation tier. The second-tier is known as middle or
connective tier, and the third-tier is known as data access
and retrieval tier.

3.1 Extraction and Transformation Tier

The extraction is the process of refining the data that
is collected from the different sources like internal
database of the organisation, external databases from
various departments of the institute, other leading
educational libraries in the city, etc. Two methods can be
used for the extraction of the data from sources, viz., bulk
extraction and change-based extraction.

The entire process of extracting data from multiple
sources, transforming it into a unique standard format and
finally the loading into the warehouse is referred as
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Figure 1. Three-tier architecture of data warehouse.

extraction, transformation and loading (ETL) process. The
transformation tolls helps in transforming the data in to a
particular format after extraction and before loading it in to
the warehouse.
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3.2 Connective Tier

Data source rules and the programs applied for the
transformation, the data structure and contents are all
members of the meta data, which is known as data about
data. In the middle tier within the meta data, data
warehouse is a single and central repository of the
enterprise wide data of all possible subject areas.

3.3 Data Access and Retrieval Tier

OLAP tool allows the user to generate queries
against the warehouse database while reporting tool
helps to produce canned, graphic intensive, sophisticated
reports. The non-trivial extraction of actionable knowledge
from datasets is known as data mining.

4. APPLICATIONS

The implementation of projects using inappropriate
technology has become a common practice. More often
than not, these projects end up with for lack of a better
term, confused systems as they meet some needs but
not others. The thing that keeps these systems alive is
the substantial investments of time and money. Even
than, after a while the money stops playing a role and
these systems end up ignored or replaced. To ensure that
data warehousing endeavours to not suffer the same fate,
it’s important to recognise where it makes sense to
implement them. The type of database architecture that
has recently emerged is data warehouse, which is a
repository of multiple heterogeneous data sources,
organised under a unified schema at a single site in order
to facilitate management decision-making2,3. The data
warehousing makes sense in two primary areas:
operational, and business intelligence applications.

4.1 Operational Applications

Contrary to popular belief, successful data
warehouses are utilised for operational applications.
Library cards and usage reporting applications seem to
be the first operational applications to take advantage of
real-time data warehousing at places such as digital
libraries. To keep up with the library cards and usage
volumes, the libraries should focus from night batching
jobs to real-time or near real-time data processing. Data
warehouses are the natural choice for this type of
processing as aggregation and fast retrieval of large
amounts of data is what they do best.

Can a library grow up to a terabyte of data? In most
cases it does not as even the storage space of computers
used by most libraries are not in this range. Let us
perform a calculation to determine the storage
requirements for a library. If a catalogue consists of 200
characters it would use 200 kilobytes of data. If there are
1 million items then the storage requirement would be 200
million kB or 200 GB. If a library has 50,000 members with
each taking 200 kilobytes then the storage requirement
would be 10 GB. If a circulation record is using 40 bytes
per item and if 1000 item borrowing happens per day then
the storage requirement would be 40 kB. Over a year this
would accumulate to about 10 GB. Thus the total storage
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requirement to manage electronic transactions will not fall
under the very large database category. Digital libraries,
also called electronic libraries, are being widely adopted
across many libraries and thus have moved from relatively
few people’s research interests to a wider application and
use. Digital libraries have integrated different information
sources and increased the use of information. Functions
of a library have grown beyond maintaining books,
magazines, and newspapers. Many libraries also provide
CD/video lending, and online searching, reservations and
browsing e-journals. Certain universities and libraries have
even moved beyond this level and provide full-text books,
multimedia manuscripts, and periodicals4. Newspapers
and technical documents are also available on the web
along with their print edition. Education is now moving
towards electronic learning environment5 and digital
libraries will play a major role in achieving it. A recent
development in the field is the step by IIM, Indore, to
interconnect all the libraries in Indore. Following are
among the benefits digital libraries would bring to the
libraries in particular and society in general6:

� There will not be any boundaries in the distribution
and dissemination of information.

� The performance of a library would increase
immensely while accessibility to all kinds of items
being provided through a single workstation located
anywhere.

� Although dealing with more people and information,
the administrative overheads will be very minimal as
computers do most of the tasks without any human
intervention.

 Data of a digital library should be organised in a
manner in which it could be analysed later. Classification
of data according to identified characteristics is one way
of achieving it. Classification will allow grouping of
discrete values such as by subject of a book. However,
estimation would be required to deal with continuous
values such as age groups of borrowers. Classified and
estimated data could be used to predict future behaviours
and decision making could be done accordingly.
Membership characteristics such as disability, ethnic
group income group, and social characteristics could help
to determine affinity groups. Services offered could target
such groups. For example, reduced membership fees or
special facilities may be offered to different affinity groups
to ensure that they are not neglected. Clustering is
another technique used to effectively organise information
by segmenting a heterogeneous population into a number
of more homogeneous sub-groups or clusters. Clustering
differs from classification as it is based on self-similarity
than predefined classes. For example, one may group
books based on author or publisher due to the high
probability of such books falling into the same group.

Referencing of the required information form the large
amount of redundant information available in a library can
be reduced using mining techniques. Searching through
classification of content of the library and acquisition of
books through data mining knowledge are among the
main benefits that a library would gain through the
management of large databases and data warehousing.

A library application would manage catalogues using
the database technology. Such applications are referred
to as e-catalogue. The entries in an e-catalogue are
reusable since a user could search for a catalogue entry
not only by author name but also by any other data field
such as title and publisher. Library application packages
such as LibSys and CDS/ISIS have enabled effective
management of e-catalogues. Other operational
applications include inventory management and service
provisioning, to mention a few. Many businesses have
moved to just-in-time inventory. Once provisioned for
some service, the billing clock starts ticking, so tracking
when the service was provisioned is significant. The
temporal element is the common denominator for
operational applications that can benefit from real-time
data warehousing. The complex analysis in the library
system can be easily done by using the multi-
dimensional data. To facilitate complex analyses and
visualisation, the data in a warehouse is typically
modelled multi-dimensionally. For example, in a library
data warehouse, time of borrowing, borrower’s district,
age group and book category might be some of the
dimensions of interest (Fig. 2). Often, these dimensions
are hierarchical, e.g., time of borrowing may be organised
as a day-month-quarter-year hierarchy.

4.2 Business Intelligence Applications

A decision support system (DSS) is a tool used to
improve the process of decision-making in complex

Figure 2. A Multi-dimensional data cube.
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systems. A DSS can range from a system that answer
simple queries and allows a subsequent decision to be
made, to a system that employ artificial intelligence and
provides detailed querying across a spectrum of related
datasets. Amongst the most important application areas
of DSS are those complicated systems that directly
“answer” questions, in particular high level “what-if”
scenario modeling. Over the last decade there was a
transition to decision support using data warehouses7.
The data warehouse environment is more controlled and
therefore more reliable for decision support than the
previous methods. The data warehouse environment
supports the entire decision support requirements by
providing high-quality information, made available by
accurate and effective cleaning routines and using
consistent and valid data transformation rules and
documented pre-summarisation of data values. It
contains one single source of accurate, reliable
information that can be used for analysis. Most large and/
or multinational industries worldwide have already applied
data warehouse technology to their data repositories and
have discovered knowledge to gain competitive advantage
through decision making. Thus researchers in libraries
are trying to do the same to discover similar
opportunities8-11. For instance, a decision like “on which
books should a library invest to serve their members
better?” could be made after such discovery.

One of the current trends in business intelligence is
the implementation of corporate dashboards. The
sophistication of corporate dashboards is quite broad and
ranges from a report that lists several key performance
indicators (KPIs) to dashboards that mimic the look and
feel of automobile dashboards right down to the round
gauges with needles that fluctuate in real time.
Timeliness of the dashboards is driven by the data
freshness in the data warehouse. Dashboards that
display real-time data activity typically have a real-time
data warehouse behind them. The kind of information
reported by these dashboards is as varied as the
dashboards themselves. Financial information typically
takes first dibs followed by trend and operational
information. Financial information includes up-to-date
revenue, current exchange and interest rates, and stock
prices to mention a few KPIs. Trend reports typically
display KPIs across some pre-defined timeframe such as
rolling 24 hr view, while operational KPIs can include
equipment utilisation rates.

Customer relationship management (CRM) business
intelligence is an area that has been getting quite a bit of
attention and where real-time capability is a value- add,
especially in a web environment. The Internet is definitely
an area that can and should reap the benefits of real-time
data warehousing. Clickstream data generates
substantial transaction volumes that, in popular sites, can
easily eclipse credit card transaction volumes. These

data volumes alone justify having real-time data
warehousing. From a business intelligence perspective,
for clickstream data to make sense, it has to be
aggregated into predefined buckets to allow for click
activity analysis. Once again, data warehousing is the
natural choice for this type of processing.

5. CONCLUSION

Digital libraries have emerged over the last decade
and are being used beyond the research community and
selected institutions. Libraries should prepare to exploit
these digital collections for decision-making and provide
services to suit the digital society. This can be facilitated
by using the three tier architecture of data warehousing.
This three-tier approach has several advantages as the
data mining services can control the number of
connections to the warehouse as well as the number of
statements currently executed by the database system.
The middle tier can control the number and kind of data
mining tasks that are processed in parallel. This enables
the system to incense the usage of system resources for
data mining purposes, especially bandwidth and CPU
cycles. Second, the system can service users according
to their priority and membership in user groups. This
includes restricted access to data mining tables as well
as user specific response behavior. Third, a wide range of
optimisation strategies can be realised. The tasks of the
data mining services can be distributed over the client and
the middle tier. The middle tier can exploit parallelism by
parallel processing on the middle tier hardware and
parallel connections to the database layer. Additionally,
the data mining services can re-use the outcome of data
mining sessions and pre-compute common intermediate
results. In summary, the main advantage of three-tier
architecture is that mining can be done in a controlled and
manageable way for multiple users. Data warehousing
systems have become a key component of information
technology architecture. A flexible enterprise data
warehouse strategy can yield significant benefits for a
long period.
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