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ABSTRACT

Identifying trends in research through co-citation or content analysis of journal contents is quite a common 
practice in LIS research. In this study, however, we proposed the Latent Dirichlet Allocation (LDA), a popular 
topic-modeling approach for identifying research trends of published articles in three scopus-indexed Indian LIS 
journals. A total of 1213 titles & their abstracts published between 2011 and 2022 have been considered. From 
these data, a corpus of frequently used 15 key phrases was identified from each journal using Count Vectorizer and 
then ten topics having higher coherence scores were extracted from each journal corpus using LDA techniques to 
understand to what extent these topics are different in these journals. The analysis of the study indicates that ‘Library 
users’ studies’ especially in academic libraries; and ‘bibliometric indicators for measuring research growth are a 
few common topics in these journals and, technological innovation; utilisation of electronic and print information 
resources; library management; or network analysis are some of the topics that are journal specific. From the t-SNE 
visualisation and pyLDAvis diagram, it was seen that the topics of DJLIT are significantly unique with discrete 
distributions than the other two journals. On analysing the growth of the top ten topics longitudinally, it was seen 
that research on digital libraries, analysing the global output, online search strategy, ranking universities, etc. are 
concurrent interests of research among researchers while academic library resources, including electronic resources 
and its use, open access are among diminishing research interests of authors. Since the topic-modeling approach can 
provide results devoid of bias, it can be used to identify research land scape longitudinally as well as obsolescence 
of topic in a domain. 
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1.  INTRODUCTION
In the modern world, information is expanding 

at an unprecedented rate. Millions of new pieces of 
research are added daily to research databases worldwide, 
and most of the data is unstructured and unorganised. 
Retrieving dominant fields of research or plotting the 
research trend from these unstructured data is a tedious 
job. The principal motive behind any retrieval strategy 
is to return the smallest unit that includes the results 
based on the query. The retrieval precision, which 
represents the relevance of retrieved documents in 
response to a query, may not be effective for unstructured 
data, as it often lacks clear patterns or structures that 
can be easily extracted and analysed. Despite these 
challenges, machine learning and artificial intelligence 
techniques are emerging quite promising in processing 
and analysing unstructured data which seems difficult 
for other mechanical processes. Techniques such as 
sentiment analysis and topic modeling can be used to 
analyse unstructured data and reveal trends, patterns, 
and meanings in an effective manner.

Furthermore, when human indexers allot keywords 
manually in scientific research articles, the selected 
keywords may not always fully represent the content 
of the document. Authors typically select keywords 
to help others find their papers, but this process is 
often an afterthought and not extensively researched1. 
Other methods, such as expert opinions or quantitative 
analysis, can be used to predict the trend of a subject 
or research topic. However, topic prediction by experts 
may be biased because the panel and survey may not 
fairly reflect experts’ opinions2. In this manner, it is 
desirable to utilise a machine-learning algorithm to 
reduce the role of human biasness3.

1.1 Topic Modeling
Topic modeling is a powerful unsupervised technique 

for understanding text data or a statistical machine-
learning technique used to uncover hidden topics and 
themes in a collection of documents4. By using this 
method, similar-content-related papers are automatically 
categorised into subjects. It can also be used to uncover 
and investigate long-term trends in research topics, 
find relevant issues, develop new research hypotheses, 
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identify relationships between documents and topics, 
and categorize documents based on their topics. The 
most well-known and frequently used topic modeling 
method, Latent Dirichlet Allocation (LDA) was employed 
to analyze large volumes of textual data and identify 
topics in the documents. It was originally formulated by 
Blei5, et al. LDA assists in identifying topics in large 
collections of documents by extracting words that are 
likely to appear together and then grouping them into 
distinct subjects. The Python module Gensim helps create 
the LDA model by removing ambiguous syntax6. For 
this purpose, the present study will try to analyse the 
most frequently used phrases in publications through 
the LDA topic modeling approach to identify the main 
research areas of the selected three Indian LIS journals.

1.2  Indian LIS Journals
Although India has a considerable number of 

journals in the Library and Information Science (LIS) 
discipline, presently only three journals are indexed 
in the Scopus database. These journals are Annals 
of Library & Information Science (ALIS), DESIDOC 
Journal of Library & Information Technology (DJLIT), 
and Journal of Scientometric Research (JSCIRES). Of 
these three journals, except JSCIRES all publications 
belong to government-funded organisations and possess 
a distinguished publication history. On the other hand, 
JSCIRES (SJR 0.281), publishes 3 issues/year, started 
its journey in the year 2012, and was indexed in Scopus 
from 2019 onwards only. ALIS (SJR 0.221) was indexed 
in Scopus since 2011 and DJLIT (SJR 0.281) from 
2012 onwards. The CiteScore of ALIS is 54 percentile, 
DESIDOC is 64 percentile, and JSCIRES is 58 percentile 
in Library & Information Science category of Scopus. 

2.   LITERATURE REVIEW
There are several studies on research patterns in LIS, 

conducted in the last few years. These earlier studies 
analysed, highlighted, and pointed out the quantity 
output, growth pattern, and main areas of research with 
broad and narrow subjects7. Bibliometric analysis has 
been applied to understand the LIS research trends in 
India8. But currently, topic modeling is being increasingly 
applied to discover hidden subject areas and identify 
the contemporary and future directions of a research 
field9. Topic modeling algorithms are also used for 
locating topics from large, unstructured collections of 
texts, by clustering words with similar meanings10-12. 
It has also been employed to extract themes from the 
abstracts of papers published in the Proceedings of the 
National Academy of Sciences of the United States of 
America (PNAS) between 1991 and 2001, then classify 
the cold and hot subjects by time period13. In another 
research12, 17,000 studies published in science were 
analysed. Further, Sun and Yin used topic modeling to 
analyze research patterns in the transportation industry 
by examining country participation from 22 prominent 
transportation journals14. Furthermore, topic modeling 

has been demonstrated by Mann15, et al. by using topical 
n-grams on 300,000 publications from computer science 
to determine the impact of research papers. In 2020, 57 
journal papers were gathered for a study on the evolution 
of information technology in CDW management from 
2000 to 2019 to analyze trends over the past 20 years 
using the method of scientific mapping analysis16. In 
LIS, Sugimoto17, et al. analysed the topic of 3,131 
North American dissertations on LIS. Yan18 discussed 
research dynamics and impact using topic modeling 
and citation data with 47,137 publications from JCR-
indexed journals.  

Krenn19, et al. predicted research trends in semantic 
and neural networks with applications in quantum 
physics using machine learning techniques in 2019. The 
extraction of information from abstract or a large volume 
of articles using the machine learning process is useful 
for identifying current research trends20. In addition, 
these procedures can help researchers and academicians 
in conceiving nascent topic ideas for future research21. 
Each article provides crucial sources of theories and 
information, such as abstracts and keywords, however, 
extracting them is required for an effective analysis22. 
NLP techniques like Count Vectorizer and YAKE can 
be used to automatically extract the important keywords 
from a corpus23. Currently, the LDA topic modeling has 
been used for the analysis of computer linguistics24, 
library and information management25, economics26, 
and other fields27-29, to understand the research trends 
of a particular subject. As a result, topic modeling is 
being used extensively to analyse already published 
works containing bibliographic information such as 
research titles and abstracts to determine the research 
patterns across various academic disciplines. Therefore, 
in the present study, the topic modeling method has 
been utilised to discover LIS research patterns.

3.  OBJECTIVES
The objectives of the present study are:

• To identify whether there is any considerable change 
 in the number of articles published per volume and  
 citation profile over a period in qualitative LIS  
 journals in India. 
• To identify frequently used words or phrases from  
 the title and abstract of LIS journals.
• To identify the common and unique research themes  
 of these journals.
• To identify the overall trend in research themes and  
 the potential areas that need to focus more on  
 research.

4.   METHODOLOGY
4.1  Data Collection

This study quantitatively analysed Indian Scopus-
indexed journals through content analysis focused on 
the title and abstract content. Although there are many 
ways to identify the top journals of any subject, we 
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considered those Indian LIS journals that are indexed 
in the Scopus database. The query was performed in 
March 2023, and thus, the data obtained included all 
publications indexed in the Scopus database till 2022. 
The search string (Source title = DESIDOC Journal 
of Library and Information Technology) OR (Source 
title = Annals of Library and Information Studies) OR 
(Source title = Journal of Scientometric Research) was 
used. Initially, 1213 papers were retrieved, where 388 
papers were retrieved from the Annals of Library and 
Information Studies, 639 papers from the DESIDOC 
Journal of Library and Information Technology, and 
186 papers from the Journal of Scientometric Research. 
This dataset was exported in a “.CSV” file with title, 
abstract, and publication year fields.

4.2  Pre-processing
Unstructured data usually contains a lot of irrelevant 

information. Therefore, we started preprocessing the 
exported dataset to remove the unwanted, unnecessary 
information contained in the dataset. We used the Natural 
Language Toolkit (NLTK) Library for preprocessing 
the dataset. In this step, first, we removed any double 
spaces, numerals, and special characters from the text 
and changed it all to lowercase. After that, tokenisation 
was performed with the text corpus, and each word was 
considered as a single token. Then, using NLTK stop 
word English language, the stop words ‘a’, ‘an’, ‘the’, 
‘but’, ‘of’, and ‘in’ that are inconsequential to the text 
are eliminated. Additionally, we expanded the NLTK 
stop-word list by developing a dictionary of stop-word 
lists. A recently created stop word list containing words 
that are irrelevant in scientific titles and abstracts (e.g. 
‘named’, ‘formerly’, ‘article’, ‘across’, ‘actually’ etc.) 
was used and lemmatisation was performed to decrease 
word inflection or avoid distinct word feature forms.

4.3  Topic Model
In this study, the titles and abstracts of texts 

were extracted from 1213 articles to prepare the text 
corpus. Gensim Python Library was used for the Latent 
Dirichlet Allocation (LDA) topic modeling. Hyper 
parameter tuning was carried out on 75 % and 100 % 
corpus to find out the best model parameters. The LDA 
model was constructed using various values for the 
different k-number of topics, and the highest coherence 
(0.455806) values were chosen using the highest alpha 
and beta values of 0.91 with the 10 (ten) topics selected 
for a better result in the LDA model (Table 1). A 
sample view of the output is shown in Annexure-A and  
Table 4. We separately performed journal-wise topic 
modeling to understand the publication patterns of 
journals by fixing the number of topics to ten (10).Also, 
we have applied the Count Vectorizer procedures from 
the sklearn library and Ngram [ngram_range = (2,3)] for 
extracting the most used keywords from the corpus and 
the most significant 15 keywords are shown in Table 3.

4.4  Visualisation
In this phase, we used the T-distributed Stochastic 

Neighbour Embedding (t-SNE) programme to visualise 
the publication data with default n_components= 2 and 
verbose= 1’. T-SNE enables the visualisation of the 
underlying local structure of high-dimensional data and 
identifies a data point’s related neighbours in a low-
dimensional map28.

5.   RESULTS
5.1 Trends in Publications 

Table 2 gives the chronological distribution of 
Indian LIS publications that are indexed in the Scopus 
database. It was observed that for the last ten years or 
so there was not any considerable change in the number 
of articles published per issue. Each volume includes 
an average of 30 to 40 articles. The highest number 
of articles,i.e. 161 was published in 2021 and all three 
journals have a larger number of articles published in 
this year than the preceding year. At the individual 
level,the highest number of articles appeared in ALIS in 
2014, DJLIT in 2012, and JSCIRES in 2022. However, 
citations per article were observed higher in different 
years for these three journals. Overall, the average 
citation per LIS article published in these three journals 
was 4.26 in the last ten years. However, DJLIT articles 
have a larger capacity of receiving citations than the 
other two journals. Comparing the citation profile of 
these three journals shows that of the total citations, 
a higher citation was received in ALIS for an article 
published in 2015 on internet of things (39) followed 
by scientometric analysis (37). On the other hand, the 
higher number of citations in the DESIDOC journal 
came from an article published in 2019 on the theme of 
plagiarism (37) followed by bibliometric analysis (35). 
In JSCIRES an article published in 2019 received 156 
citations on the theme of bibliometric analysis using the 
R package followed by bibliometric analysis of machine 
learning research (13). 

5.2  Significant Key Phrases in the Title and Abstract 
Fields
Table 3 displays the most frequently used keywords 

in the Title and Abstract fields in the selected three 
journals arranged in decreasing order. We have applied 

Validation_set Topics Alpha Beta Coherence 
score

100% Corpus 10 0.91 0.91 0.455806
100% Corpus 10 0.61 0.91 0.442392
100% Corpus 10 symmetric 0.91 0.438462
100% Corpus 10 0.31 0.91 0.432823
100% Corpus 10 0.61 0.61 0.42886
100% Corpus 10 0.01 0.61 0.428336
100% Corpus 10 0.01 0.91 0.425084

Table 1. Coherence matrix using c_v coherence score
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Table 2. Trend in publications by year

Year
ALIS (quarterly) DJLIT (six issues/year) JSCIRES (three issues/year) Total      

Articles CPP Articles CPP Articles CPP Article CPP
2011 36 8.53 - - 36 8.53
2012 29 6.00 69 3.83 - 98 4.47
2013 27 5.44 66 5.05 - 93 5.16
2014 45 6.47 63 5.90 - 108 6.14
2015 38 3.66 54 7.17 - 92 5.72
2016 32 4.22 51 3.69 - 83 3.89
2017 32 4.19 60 5.90 - 92 5.30
2018 29 3.34 61 4.52 - 90 4.14
2019 18 3.83 54 3.93 36 4.83 108 4.21
2020 27 2.96 55 2.96 44 2.02 126 2.63
2021 43 0.67 59 1.03 59 0.75 161 0.83
2022 32 0.00 47 0.32 47 0.09 126 0.15

*Citation data is based on from publication year up to 2022, CPP=Average Citation per publication

ALIS DJLIT JSCIRES

Keywords Frequency Keywords Frequency Keywords Frequency

University library 60 Library service 109 Bibliometric analysis 45

Open access 53 Library professional 102 Scopus database 29

Digital library 42 Open access 91 Open access 25

Library service 29 Academic library 66 Technology innovation 19

Impact factor 27 Digital library 60 Scientometric analysis 17
Academic library 26 Library website 40 Machine learn 16
Indian journal 22 High education 39 Network analysis 15

Library website 21 Public library 36 Artificial intelligence 15

Institutional repository 21 Scopus database 34 Impact factor 14

Library professional 20 Library user 33 Citation count 13

Communication policy 20 Library management 33 Social network 12

Scopus database 19 Global publication 33 Publication citation 11

Indian library 18 Authorship pattern 33 Data repository 11

Authorship pattern 17 Social networking 32 Sector innovation 10

Search engine 15 Service quality 32 Scientific production 10

Table 3. Frequency of significant key phrases in titles and abstracts of scientific articles

the Count Vectorizer procedures from the sklearn library 
and Ngram [ngram_range = (2,3)] for extracting the 
most used keywords from the corpus.

The title and abstract are the most essential attributions 
that use precise words to represent the most important 
content of the article. As a result, the most frequently 
matched words are usually grouped from the title and 
abstract data.

It was observed that library service, especially 
academic library service is one of the most frequently 
used terms in the title and abstract field LIS articles. 
Key phrases like ‘open access’, and ‘Scopus database’ 
are only two terms that appeared in the title and 
abstracts corpus of all three journals. On the other 
hand, terms like authorship pattern’, ‘bibliometric 

analysis’, ‘digital library’, ‘institutional repository’, 
‘library professionals’, ‘library services’ etc. are such 
terms which were journal specific. To see how such 
areas are translated into research topics or themes, we 
have applied LDA techniques.

5.3 Topic Representation for Selected Journals Using 
LDA Algorithms
Using the title and abstract of papers with a topic 

probability of more than 0.8 and by using the top 10 
highly weighted terms for each topic, we labeled 10 topics 
for each journal. Each topic was given a name based 
on the words assigned as shown in Table 4. The terms 
that LDA has assigned for each journal are mentioned 
in Annexure- A.
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ALIS No. of 
articles DJLIT No. of 

articles JSCIRES No. of 
articles

Academic library users, use and 
user studies 139 Library and its users and their 

professional development 281 Bibliometric analysis of journals 39

Bibliometric indicator and 
research growth analysis 95 Bibliometric indicator and 

research growth analysis 171 Growth of institutional scientific 
publication 28

Citation analysis of 
psychological research 34 Uses of electronic and print 

Information resources 72 citation impact on research 
collaboration 24

Ontology-based semantic 
technology 27 Awareness of plagiarism in 

academia 31 Bibliometric indicator and research 
growth analysis 20

Digital education systems 23 Digital library/ smart library 26 Scientometric analysis of 
technology & innovation 18

Network patterns of university-
industry collaboration 22 Growth of institutional scientific 

publication 22 Citation impact of science journals 15

Pharmacology research trends 19 Digital preservation system 17 Developing indicators for 
environment and health 12

Library classification and web 
retrieval 18 Citation analysis of 

bibliographic data sources 16 Technology and innovation in 
government platform 9

Role of UGC for LIS 
professional development 12 Open access consortium policy 14 Global research trend on cancer 7

Academic profile and career 
choice in LIS 11 Digital tools for digitising the 

document
14

The quality indicators of 
information technology in higher 
education

6

Table 4. Extraction of topics from scopus indexed journals using LDA algorithms

Figure 1.  t-SNE clustering of ten LDA topics of ALIS. Figure 2. t-SNE clustering of ten LDA topics of DJLIT.

Figure 3. t-SNE clustering of ten LDA topics of JSCIRES.
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Figure 4. Topic visualisation based on title and abstract words using DJLIT data.

T# Theme Total AL DJ SC 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022

1 Academic library services, Users, 
digital library 162 35 114 13 3 15 10 12 12 20 12 13 12 7 24 22

2 Global scientometric output, 
Indian science & citation 151 35 79 37 3 7 8 14 7 3 9 15 26 18 28 13

3 Indian library science 
professional evaluation 144 51 71 22 5 11 9 12 9 9 19 12 12 16 14 16

4 Bibliometric analysis, science 
mapping, collaboration 125 41 46 38 3 6 9 6 13 7 4 10 8 24 19 16

5 Online search strategy, ranking 
university, 137 30 86 21 6 13 14 12 8 11 5 6 13 15 18 16

6 Academic library resources usage 135 64 55 16 6 17 15 12 9 9 16 10 7 14 12 8

7 Trends in electronic resources in 
library 112 36 66 10 7 14 10 13 7 7 8 10 7 11 12 6

8 Impact of computer usage in 
libraries, challenges 107 31 54 22 0 6 12 11 11 7 6 3 11 9 18 13

9 Ontological framework 75 21 43 11 1 5 3 9 8 7 8 4 7 2 13 8

10 Growth of open access, and use 
of books by students 65 19 36 10 2 4 3 7 8 3 5 7 5 10 3 8

Table 5.  Research trends in themes by years

T#-Theme number, DJ-DJLIT, SC- JSCIRES, AL-ALIS

Here, topic labels represent an interesting subject, 
research perspective, or related areas of subjects. But 
this phase is very important to eliminate the fuzziness 
of the generated topic and to determine what the topic is 
all about.  For example, in DJLIT corpus [“repository” 
+ “internet” + “datum” + “digital” + “read” + “legal” + 
“day” + “reading” + “mobile phone” + “blog”] is about 
Digital Library/ smart library.  Similarly, the first topic 
of JSCIRES [“publication” + “bibliometric” + “journal” 

+ “science” + “topic” + “document” + ‘”network” + 
“datum”] discusses Bibliometric analysis of journals.

From the table, it is visible that the highest number 
of publications in ALIS are related to ‘Academic Library 
Users, Use and User Studies’ (139), whereas in DJLIT 
it was ‘Library and its Users and their Professional 
Development (281), and in JSCIRES it was ‘Bibliometric 
analysis of journals’ (39). Other themes are mentioned 
in the table.
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In order to learn the relationship between weighted 
terms of a topic a d-dimensional map that reflects 
the similarity between high-dimensional terms, t-SNE 
visualisation techniques have been used. From Figure 1 
to 3, it is clear that the t-SNE visualisation for DJLIT 
data is significantly unique with discrete distributions. 
In t-SNE, similar publications points can overlap with 
each other30 but here, the overlapping of the subjects 
is very less. The same is also visualised in Figure 4 of 
the pyLDAvis diagram. Similarly, topic distribution in 
JSCIRES results is linear, and as shown in the t-SNE 
diagram, subject overlap is uncommon. This is the 
indication that the ten subjects that were generated are 
highly different from one another, with a high similarity 
distance. Each topic represents a new study area and 
creates distinctive research trends.

5.4  Growth of Research Themes in Indian LIS Journals
Finally, we have adjusted all the publications of the 

three journals in the time window 2011-2022 to analyse 
the overall trend in research themes. Table 5 displays the 
result. To understand overall trends, we have combined all 
the titles and abstract of the journals into a single .csv 
file and imported it in the python based LDA module in 
such a way that each title is assigned by a broad theme. 
By doing so through Gensim, the coherence score came 
14.34. Since we have decided to group all themes into 
only 10 broad themes, each title was assigned by these 
10 broad themes only. 

As indicated in the Table 5, few themes are losing 
interest among authors and some other themes are 
gaining interest among researchers. Overall, researches 
on digital library, analysing global output, online search 
strategy, ranking universities etc. are concurrent interest 
of research among researchers whiles academic library 
resources, including electronic resources and its use, 
open access are among diminishing research interests 
of authors. 

6.  DISCUSSION
The basic intention of this study was to identify 

whether the scope of Indian LIS research as reported in 
the scholarly journals is diverse and multi-dimensional 
or it is restricted to fewer sub-fields only.  We have 
selected three Scopus-indexed journals in this study since 
there are no journals indexed in the Web of Science 
core collection till now. A total of 1213 titles and their 
abstracts have been examined that appeared between 
2011 to 2022. Since a considerable number of earlier 
researches have been conducted on co-citation analysis, 
content analysis, or author-keywords analysis, we applied 
a Python-based machine algorithm approach in this 
study. LDA topic modeling algorithms were applied to 
the whole title and abstract corpus and identified major 
key phrases that appeared in the title and abstracts of 
Indian LIS journal articles. By applying this technique, 
we framed 10 dominant areas of published research based 
on the high weight of ten keywords in each of these 

three LIS journals. Before applying the LDA approach 
for excavating results, we have seen the publication and 
citation trend of these journals. 

From the publication and citation profile of the 
published article, we do not observe any significant 
difference however, from key phrase analysis we observed 
that sub-fields like user-studies and scientometrics are 
predominant fields of published research in the journals 
like ALIS and DJLIT & JSCIRES. While the largest 
amount of research has been reported in the areas of 
academic library users, use, and user studies, followed 
by bibliometric indicators and citation analysis in the 
ALIS the research activities on libraries, their users, and 
their professional growth, as well as the usage of print 
and electronic resources get leading importance in DJLIT. 
This may be because Indian libraries are moving towards 
completely digital, authors are still paying interest in 
discussing the policies, and strategies to ensure effective 
storage, organisation, and retrieval of digital content in 
libraries and challenges on digital preservation. On the 
other hand, JSCIRES has published most of the research in 
the areas of bibliometric analysis of journals, institution, 
and the influence of citations on research collaboration. 
The fact that relatively less research has been conducted 
in the fields of information retrieval, library management 
or library classification may be an indication that these 
fields are losing interest among researchers. However, 
an egligible amount of publications in the areas like 
smart library systems, machine learning techniques, or 
artificial intelligence, ontologies, metadata elements, or 
semantic web applications is a matter of concern. 

Since scientometric analysis and citation analysis are 
quite common fields of published research in all three 
LIS journals of India, editors of these journals may now 
expect the authors to contribute advanced scientometric 
applications in research using state-of-the-art tools like 
R, python, or application of machine learning approach 
in scientometric analysis. From the trend analysis of 
titles from 2011 through 2022 indicates the changing 
dimention of LIS research. A more depth study may 
reveals how changes in research front are occuring under 
each sub-fields changes in research front are occuring. 

7.  CONCLUSION
This study introduces a novel method “topic modeling” 

for detecting emerging patterns using the LDA topic 
model algorithms and Count Vector keywords extraction. 
These methods provide several important advantages 
for trend analysis. First, only the title and abstract of 
publications are required. Second, because of the minimal 
human involvement in these processes, the outcome 
cannot be skewed. Third, the title and abstract are the 
most important tags of any article, thus extracting the 
most prominent terms or phrases will assist readers 
to comprehend the subject at hand. The performance is 
measured by the c_v coherence scores for LDA. Pre-
processing is vital for both approaches since it efficiently 
decreases dimensionality and removes the majority of 
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extraneous words from the input’s unstructured text using 
the Stop words removal process. In addition, the t-SNE 
distribution of themes was carried out. According to Van 
der Maaten and Hinton31, the t-SNE visualisation method 
places each data point on a two- or three-dimensional map 
to visualise high-dimensional data. The findings of this 
study indicate that academic library users, use and user 
studies, bibliometric indicator and research growth analysis, 
citation impact on research collaboration, utilisations of 
electronic and print information resources, digital library, 
network patterns of university-industry collaboration, open 
access policy in LIS education, scientometric analysis of 
technology & innovation are the main topics extracted 
from the corpus-based on Scopus indexed Indian LIS 
journals. The fact that there is a lack of publications on 
cataloging, classification, indexing systems, information 
retrieval, library management, ontology, and semantic 
web, emphasises the need to focus more on research 
in these areas. 

Although topic modeling techniques have many 
implications for evaluating research output, this work 
exclusively examined the LIS research trends of Indian 
publications that are indexed in Scopus. Also, new subjects 
can be found by applying topic modeling techniques 
such as LDA with Bag of Words. Additionally, LDA 
techniques help to research automated literature reviews 
from a large number of papers with the least amount of 
time and effort. Further, using the train test algorithms, 
topic modeling offers predictions of research data and 
identifies the future trends of research.

Analysis of publication patterns using Topic modeling is 
useful for various purposes, including assisting researchers 
in identifying popular topics and providing information 
to individuals who are interested in the current status 
of LIS research in India.
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