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ABSTRACT 

Latent Dirichlet Allocation (LDA) has emerged as an important algorithm in big data analysis that finds the 
group of topics in the text data. It posits that each text document consists of a group of topics, and each topic is 
a mixture of words related to it. With the emergence of a plethora of text data, the LDA has become a popular 
algorithm for topic modeling among researchers from different domains. Therefore, it is essential to understand the 
trends of LDA researches. Bibliometric techniques are established methods to study the research progress of a topic. 
In this study, bibliographic data of 18715 publications that have cited the LDA were extracted from the Scopus 
database. The software R and Vosviewer were used to carry out the analysis. The analysis revealed that research 
interest in LDA had grown exponentially. The results showed that most authors preferred “Book Series” followed 
by “Conference Proceedings” as the publication venue. The majority of the institutions and authors were from the 
USA, followed by China. The co-occurrence analysis of keywords indicated that text mining and machine learning 
were dominant topics in LDA research with significant interest in social media. This study attempts to provide a 
comprehensive analysis and intellectual structure of LDA compared to previous studies.
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1.  INTRODUCTION 
Latent Dirichlet Allocation, commonly known as LDA, 

is a statistical topic modeling algorithm useful for discovering 
topics in the dataset. David M. Blei et al. introduced it 
as an unsupervised machine learning-based three-level 
hierarchical Bayesian model for finding the topics from the 
text corpora1. With the emergence of the Internet and social 
media technologies, a plethora of text data is generated every 
day. Several models like pLSA, HMM, HDP, etc., have been 
discussed in the literature for analyzing text data. However, 
scholars of the different domains have commonly used LDA 
to model topics from the text corpus. These studies were 
published in many reputed international journals. Some 
popular domains include bibliometric analysis2-3, social media 
analysis like Facebook4-5, Twitter6-7, YouTube8-10, Q&A sites11-

12, Stackoverflow13-14, Analysis of open-ended questions in 
Surveys15-16, etc. 

The concept of bibliometric was defined by Alan Pritchard 
in 1969 as mathematical and statistical methods to quantify 
written communication17. Since then, these techniques have 
been popularly used to portrait the research productivity of 
disciplines, institutions, countries18. Many studies have been 
found in the literature related to different fields, institutions, 
and nations, but only a few studies were related to specific 
algorithms. Dejian, Zeshui & Xizhao19 studied the trends of 
research of the most popular algorithm for Machine Learning, 

i.e., Support Vector Machines (SVM). The authors have used 
the web of science database and bibliometric techniques to 
present comprehensive progress and current situations of SVM 
in China. 

Previously there has been some research in the literature 
related to Topic Modelling and LDA. Li & L20 presented the 
bibliometric analysis of topic modeling studies from 2000 
to 2017. It indicates that the popularity of LDA is increasing 
compared to other topic model algorithms like pLSA etc. Jelodar 
et al.21 made a comprehensive survey of scholarly articles from 
2003 to 2016 related to LDA-based topic modeling. The study 
pointed out the intellectual structure, applications, and various 
tools available for performing the LDA analysis. The other 
associated surveys related to topic modeling were explored by 
Chen22, Daud23, Sun24. 

The above reviews have presented some insight about 
the intellectual structure of LDA with some shortcomings 
too. The majority of research works were mainly related to 
Topic Modeling, and only one study was related to LDA with 
analysis of the small number of researches. The present study 
overcomes this by analysing the large number of studies that 
have cited LDA in their research. 

2.  OBJECTIVES 
The main aim of this study is to examine the comprehensive 

research trends of LDA-based publications. The objectives of 
the present study are: 
• To study the growth of scientific interest in LDA;
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• To identify influential Authors, Institutions, and countries 
in referring LDA;

• To find out the significant topics and subject domain of 
the LDA based research;

• To determine the publication sources, where publications 
are most concentrated;

• To study the Collaboration Network of Institutions and 
Countries.

3.  METHODOLOGY 
The analysis of the present study is based on the Scopus 

bibliographic database from Elsevier. In general, the data 
for bibliometric analysis is extracted based on searching the 
keyword in Title, Keywords, Abstract, or a combination of 
all three. Previous research on SVM has also used a similar 
methodology19. But this is not feasible as per the objectives of 
the present study due to the issues discussed below. 

Suppose we use only the phrase “Latent Dirichlet 
Allocation.”, in that case, there will be possibilities of missing 
documents that have used the word LDA. 

Moreover, if we use both “Latent Dirichlet Allocation” 
and LDA in that case, there will be the possibility of inclusion 
of other documents which have used the keyword LDA in 
different contexts like Laser Diffraction Analysis (LDA), 
Linear Discriminant Analysis (LDA), etc. That is why when 
we searched with Title-Abstract-Keywords (LDA OR “Latent 
Dirichlet Allocation”), there were more than 32,000 results 
retrieved. Also, sometimes authors use attractive titles in the 
article and discuss the algorithm used in the main body or 
methodology of the article.

Because of these many reasons, we have analysed 
the citations of the original research paper entitled “Latent 
Dirichlet Allocation”. Citations are the important criterion of 
examining the impact and are considered popular methods for 
identifying core documents25. Though, citation-based analysis 
has limitations in exploring the reason for citing that study. 
Still, citation-based research is commonly used to portray a 
domain’s scientific progress. Still, citation-based researches 
are commonly used to portrait the  scientific progress of a 
given domain.

At first, we have searched the Scopus by the query Title 
(“Latent Dirichlet Allocation”) and sorted the results by the 
highest cited documents. The citations of document “Blei, 
D. M., Ng, A. Y., & Jordan, M. I. (2003). Latent Dirichlet 
Allocation. The Journal of Machine Learning Research, 3, 993-
1022.” was selected. Then 18841 documents published in the 
English language were selected after excluding publications of 
2021 and 1984.

Later, it was observed that the document of type Conference 
Paper, Article, Book Chapter, and Review compositely 
represent 99.33 per cent of the publications. Therefore, finally, 
18715 publications were selected for the analysis consisting 
of Conference Paper (11041), Article (7016), Book Chapter 
(351), Review (307). 

The Scopus provides bibliographic, citation, and keywords 
information for 2000 results and only citation information 
for more than 2000 results. The objectives of our study will 
suffice only after the analysis of bibliographic and keywords 

information of each publication. For this, we have downloaded 
year-wise multiple files of less than 2000 results consisting of 
data on bibliographic, citation, and keyword. Then all these 
files were clubbed together into one file of 18715 results using 
windows command prompt. 

The eighteen-year data from 2003 to 2020 were grouped 
into three classes of six-year each, i.e., 2003 to 2008, 2009 to 
2014, and 2015 to 2020. The open-source software R was used 
to visualise the year-wise distribution of publications. The co-
occurrence network of keywords and co-authorship network 
of authors, institutions, and countries were analysed using 
VOSviewer software26.

4.  RESULTS
A total of 18715 documents of English language published 

in Conference Proceedings, Journals, Book Chapters have 
cited the Latent Dirichlet Allocation. Table 1 shows the annual 
distribution of publications cited LDA. The journey of LDA 
citing publications starts from the year 2003 when the LDA 
was first published in the Journal of Machine Learning and 
Research. However, it begins with 05 publications in the year 
2003. After that, rapid interest was observed in LDA, with 
the number of publications going to more than four times of 
publications in 2004. The annual average publication citing 

Table 1. Annual distribution of LDA cited publications 

Year TP Cumulative % Cumulative
 %

Six-Year   
TP

2020 2350 2350 12.56 12.56

12666

2019 2378 4728 12.71 25.26
2018 2192 6920 11.71 36.98
2017 2036 8956 10.88 47.85
2016 2073 11029 11.08 58.93
2015 1637 12666 8.75 67.68
2014 1455 14121 7.77 75.45

5559

2013 1287 15408 6.88 82.33
2012 1051 16459 5.62 87.95
2011 785 17244 4.19 92.14
2010 575 17819 3.07 95.21
2009 406 18225 2.17 97.38
2008 190 18415 1.02 98.4

490

2007 126 18541 0.67 99.07
2006 87 18628 0.46 99.54
2005 60 18688 0.32 99.86
2004 22 18710 0.12 99.97
2003 5 18715 0.03 100

LDA was approx. 1040 (~1039.72). There was an upward 
trend in referring LDA in the publications throughout the 
period under study. 

The first six years from 2003 to 2008 had a minimum 
number of publications (490, 2.62 %), with an annual growth 
rate of 130.67 per cent. The highest number of publications in 
this period was in 2008 (190,1.01 %). 
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Table 2. Publication venues cited LDA with minimum 100 publications

Source TP Cumulative % Cumulative 
% Source Type 

Lecture Notes In Computer Science Including Subseries 
Lecture Notes In Artificial Intelligence And Lecture Notes In 
Bioinformatics

1491 1491 7.97 7.97 Book Series 

ACM International Conference Proceeding Series 378 1869 2.02 9.99 Conference Proceeding

Coeur Workshop Proceedings 284 2153 1.52 11.51 Conference Proceeding

International Conference On Information And Knowledge 
Management Proceedings 248 2401 1.33 12.83 Conference Proceeding

Communications In Computer And Information Science 226 2627 1.21 14.04 Book Series 

Proceedings Of The ACM SIGKDD International Conference 
On Knowledge Discovery And Data Mining 220 2847 1.18 15.22 Conference Proceeding

IEEE Access 211 3058 1.13 16.34 Journal

Expert Systems With Applications 126 3184 0.67 17.02 Journal

Neurocomputing 126 3310 0.67 17.69 Journal

IEEE Transactions On Knowledge And Data Engineering 124 3434 0.66 18.35 Journal

Advances In Intelligent Systems And Computing 118 3552 0.63 18.98 Book Series 

Knowledge-Based Systems 117 3669 0.63 19.61 Journal

Plus One 110 3779 0.59 20.20 Journal

Journal Of Machine Learning Research 109 3888 0.58 20.78 Journal

The next six years from 2009 to 2014 had rapid publication 
growth with almost eleven times of the previous period. The 
approx. 30 per cent (~29.70) of the total publications with an 
annual average growth rate of 43.54 per cent were published 
in this period (5559, 29.70 %). The initial three years of this 

period had publications under 1000, with 406 in 2009, 575 in 
2010, and 785 in 2011. The next three years had publications 
more than 1000. The year 2012 was the first year after 2003 
in the citation journey of LDA when the cited publications 
crossed the 1000 mark (1054, 5.63 %). The 1287 publications 
cited LDA in 2013 and 1455 publications in 2014. 

The interest in LDA accelerated from 2015 
to 2020, with 68 %(~67.69) of total publications 
was published in this period (12666). In 
this period, 2015 observed publications less 
than 2000, with 1637 publications (8.75 %). 
From 2016 to 2020, the publications were 
above 2000, with a combined total of 11029 
publications(58.93 %). 

The highest number of publications in the 
entire period from 2003 to 2020 was published 
in 2019 (2378,12.71 %). 

Figure 1 shows the year-wise distribution 
of publication cited LDA. The three intervals of 
six years are represented by Red (2003-2008), 
Green (2009-2014), and Blue (2015-2020). The 
upward trends in referring LDA can be seen  
from the Fig. 1. The red line was the minimal 
publication zone with the exponential growth 
from 2008. The green and blue lines show the 
increased interest in LDA, with the highest 
number in 2019 with 2378 publications. 

Table 2 shows the publication venues that 
cited LDA with a minimum of 100 publications. 
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Figure 1. Year-wise distribution of publication cited LDA.
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The result shows that the Book Chapter published in the three 
Book Series constituted 9.81 per cent of total publications 
(1835). Most publications were from the Book Series titled 
“Lecture Notes In Computer Science Including Subseries 
Lecture Notes In Artificial Intelligence And Lecture Notes 
In Bioinformatics “(1491, 7.97 %)”. The four Conference 
Proceedings constituted 6.05 per cent of total publications. 

These proceedings were “ACM International Conference 
Proceeding Series” (378,2.02 %),” Coeur Workshop 
Proceedings” (284,1.52 %), “International Conference On 
Information And Knowledge Management Proceedings” (248, 
1.33 %), and “Proceedings Of The ACM SIGKDD International 
Conference On Knowledge Discovery And Data Mining” (220, 
1.18 %). The analysis found that each of the seven journals has 
more than 100 publications cited LDA. 

Table 2 also presents the top seven journals, with a 
minimum of 100 publications that refereed LDA. The majority 
of the journals were from Engineering and Computer Science 
domain. 

As per Scopus, the LDA-cited publications were 
distributed among 26 subject categories. Table 3 presents the 
top eight subject categories having minimum publications 
of 500. It was observed from the results that the majority of 
the publications are from computer science and engineering. 
However, the interest from Social Science, Arts, Business 
Management was also reported. 

Table 4 shows the top authors who have cited LDA 
frequently. The author Xing, E.P. tops the list with 67 

Table 3.  Type of subject cited LDA

Subject TP %

Computer Science 15035 80.34

Engineering 3771 20.15

Mathematics 3766 20.12

Social Sciences 2560 13.68

Decision Sciences 1743 9.31

Business, Management and Accounting 1048 5.6

Arts and Humanities 892 4.77

Medicine 597 3.19

Table 4. Most frequent authors cited LDA

Authors TP %
Xing, E.P. 67 0.36
Blei, D.M. 61 0.33
Tang, J. 58 0.31
Han, J. 52 0.28
Phung, D. 50 0.27
Xiong, H. 48 0.26
Boyd-Graber, J. 47 0.25
Venkatesh, S. 47 0.25
Zhu, J. 47 0.25
Dascalu, M. 44 0.24
Trausan-Matu, S. 44 0.24
Carin, L. 42 0.22
Moens, M.F. 40 0.21
Chen, E. 39 0.21
Takasu, A. 38 0.2
Li, T. 37 0.2
Chien, J.T. 36 0.19
Chua, T.S. 35 0.19
Ding, Y. 35 0.19
Iwata, T. 35 0.19
Li, J. 35 0.19
Liu, B. 35 0.19
Lo, D. 33 0.18
Li, Y. 32 0.17
Orchid, M. 32 0.17
Xu, C. 32 0.17
Zhai, C.X. 32 0.17
Chen, B. 31 0.17
Gatica-Perez, D. 31 0.17
He, Y. 31 0.17
McCallum, A. 31 0.17
Mimno, D. 31 0.17
Liu, H. 30 0.16

Table 5. Most frequent institutions cited LDA

Affiliation TP %

Chinese Academy of Sciences 542 2.9

Tsinghua University 512 2.74

Carnegie Mellon University 463 2.47

University of Illinois Urbana-Champaign 257 1.37

Peking University 237 1.27

Ministry of Education China 215 1.15

Zhejiang University 214 1.14

Wuhan University 211 1.13
Beijing University of Posts and 
Telecommunications 208 1.11

University of Chinese Academy of Sciences 208 1.11

Beihang University 182 0.97

Shanghai Jiao Tong University 177 0.95

Microsoft Research 176 0.94

Massachusetts Institute of Technology 165 0.88

Stanford University 160 0.85

National University of Singapore 158 0.84
Institute of Automation Chinese Academy of 
Sciences 156 0.83

Pennsylvania State University 151 0.81
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Table 6. Most frequent countries cited LDA

Country TP

United States 6166

China 5220

United Kingdom 1137

Japan 982

Germany 865

India 822

Australia 798

Canada 719

Singapore 536

France 529

Italy 519

Hong Kong 499

South Korea 492

Spain 328

Taiwan 326

Netherlands 309

Switzerland 273

Russian Federation 204

Figure 2. Collaboration network of institutions.

publications, followed by Blei, D.M., the author who introduced 
LDA with 61 publications. 

The top 18 institutions with more than 150 publications 
are listed in Table 5. The institutions from China top the 
list in citing LDA, Chinese Academy of Sciences with 542 
publications, followed by Tsinghua University with 512 
publications. After China, the institutions from the United 
States had the most interest in citing LDA, Carnegie Mellon 
University with 463 publications, followed by the University 
of Illinois Urbana-Champaign with 257 publications. The 
majority of the institutions were from China, except two from 
the United States. It reflects that Chinese institutions were 
actively referring to LDA in their research. 

Table 6 presents the list of 18 countries with more than 
200 LDA citing publications. The United States tops the list 
with 6166 publications, 5220 publications in China, and 1137 

publications in the United Kingdom. As discussed above, China 
and the United States had a much higher interest in referring to 
LDA than other countries. 

Figure 2 shows the collaboration between different 
institutions that had cited LDA. This collaboration network 
was visualised using VOSViewer. Each circle, also known 
as nodes, represents the institution and the edge connecting 
one node to another shows the collaboration between the two 
institutions. The thickness of the edge defines the strength of 
the collaborations, i.e., the more the collaboration between the 
institutions thicker the edge will be between them. The analysis 
showed that Carnegie Mellon University(CMU) has the most 
collaborations with other institutions, including universities 
like Princeton, California, Harvard, Tsinghua, etc., and popular 
research labs like Google, Amazon, Oracle, etc. The other 
institutions after CMU are Singapore Management University, 
University of Chinese Academy, Microsoft Research, etc. The 
result shows that these institutions are continuously referring 
to LDA. 

The previous section presented the collaboration network 
of institutions cited LDA. As one country have multiple 
institutions, it’s essential to investigate the country-wise 
network analysis to identify the inter-region collaboration. 
Figure 3 illustrates the collaboration networks of countries. 

It can be seen from the Fig. 3 that the thickness of the 
edge between the United States and China is much higher than 
any other edge. This reflects the strong collaboration between 
the two countries and jointly publishing research. 

It is also essential to know the researchers’ aim referring 
the LDA in their study. The one way of knowing this can be 
achieved with the help of author keyword analysis. The author’s 
keywords are the words mentioned by the author to portrait the 
broader area of research. Research hot-spots can be understood 
by examination of keyword co-occurrence27. 

The Network of keyword co-occurrence analysis was 
plotted using Vosviewer. Each node represents the keyword, 
and the edge between two nodes represents the co-occurrence 
of those two keywords. 

The node’s size represents the frequency of keyword, 
which means the larger the size of the node, the more the 
frequency of keyword. The thickness of the edge shows a more 
substantial relationship of keyword co-occurrence. 
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Figure 3. Collaboration network of countries.

Figure 4. Co-occurrence network of author keywords from 
2003 to 2008.

 As we have seen above, there was not much growth in the 
first six years and then upward growth in the next six years from 
2009 to 2014, and later in 2015 to 2020. Similarly, it is essential 
to visualise the evolution of themes of LDA researches over a 
specific time. Therefore, the co-occurrence of author keywords 
was examined in three different periods, i.e., 2003 to 2008, 

2009 to 2014, and 2015 to 2020. The minimum occurrence of 
keywords was set to 3. The typical author keywords like Latent 
Dirichlet Allocation, LDA, topic models, topic modeling, topic 
model, topic detection were excluded for presenting main 
research topics.

Figure 4 shows the co-occurrence network of author 
keywords from 2003 to 2008. It showed that all the keywords 
were divided into eight clusters represented by different colors. 
The keyword “clustering” has the highest frequency and link 
strength of 15. It is not surprising that the keyword “clustering” 
is in the center of the graph as both clustering and LDA are 
unsupervised machine learning algorithms. The other nodes of 
bigger size during 2003-2008 after “clustering” are “language 
model,” “text mining,” and “image retrieval .” It showed that 
most of the studies were related to analysing text data sets.

Figure 5 presents the keyword co-occurrence from 2009 
to 2014. A total of 12 clusters were identified in VosViewer, 
comprising 104 keywords. The cluster in green color with 
the node “image retrieval” had the highest total link strength 
of 42. The “image retrieval” had the thick edge with “image 
annotation” and “automatic image annotation,” reflecting the 
use of LDA as the technique for the analysis of images. The big 
nodes of other clusters were “unsupervised learning” (Freq 20, 
Link Strength 22), “clustering” (Freq 19, Link Strength 21), 
“information retrieval” (Freq 19, Link Strength 28), and “text 
mining” (Freq 18, Link Strength 20). It showed that scholars’ 
interest is progressively increasing towards text mining. 

The cluster “collaborative filtering” having an edge 
with “social media,” “sentiment analysis,” “opinion mining,” 
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Figure 6. Co-occurrence network of author keywords from 2015 to 2020.

Figure 5. Co-occurrence network of author keywords from 
2009 to 2014.

“Twitter” shows the increasing interest in LDA for analysis of 
social media data. 

Figure 6 shows the keyword co-occurrence network from 
2015-2020. The Network contains 22 clusters represented by 
different colors. The most significant node represented by blue 
color was “text mining” (Freq 621, Total Link Strength 1421). 
The other keyword of this cluster includes “Bibliometric,” 

“Bibliometric Analysis,” “Citation Network,” “Informetric,” 
“Scientometrics,” reflecting the latest trends of using topic 
modeling techniques in bibliometric analysis. The trend of 
bibliometric research based on text mining and topic modeling 
can be seen in the literature of Journals related to Library and 
Information Sciences. The keyword “machine learning” (Freq 
536, Total Link Strength 1346) had the second most occurrence 
after “text mining” followed by “Social Media” (Freq 468, Total 
Link Strength 1066), “Natural Language Processing” (Freq 
451, Total Link Strength 1095) and “Sentiment Analysis” (Freq 
419, Total Link Strength 1019). It showed that there had been 
growing interest in social media-based studies. Interestingly, 
the sixth most frequent occurrence of the keyword “Twitter” 
shows the analysis of the Twitter dataset. One reason for 
expansion of LDA use in different research themes can be the 
availability of tools for extracting datasets through various 
APIs and for analysis like Mallet28, LDA Analyser29, Genism30, 
Matlab Topic Modelling31, Yahoo_LDA32, LDA in R33.

5.  LIMITATIONS 
The results of the present study may deviate due to 

some limitations. Firstly, the use of citation of LDA as data 
may limit the current study by considering additional studies 
which might not have used precisely the LDA for the analysis. 
Secondly, the selection of Scopus as the data source, as every 
database has its strength and weakness34. The results may 
deviate from analysis of other databases like Web of Science, 
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etc. Thirdly, the time frame of data extraction from Scopus. 
The bibliographic databases face the challenge of delay in the 
publication by the publishers. The data for the present research 
was extracted from Scopus on 29th May 2021; the number of 
publications may increase if data is extracted later in the year 
for the same search selection criteria. 

6.  CONCLUSION 
The present study sketched the intellectual development 

of LDA by analysis of 18715 publications that have cited LDA. 
This study extends earlier research, which was limited to a 
small core of LDA research. 

The results highlight not much interest in the initial 
Six years (2003 to 2008). However, from 2008, exponential 
growth was observed, with an upward trend of scientific 
interest in LDA in the next two six years block (2009 to 
2014, 2015 to 2020). It shows that LDA has become popular 
in the last decade. The majority of the research activity 
was from Computer Science, followed by Engineering and 
Mathematics. However, significant interest was also reported 
from social science. The analysis showed that the USA and 
China dominated the number of publications and collaboration 
networks with other countries. The source of type book series 
titled “Lecture Notes In Computer Science Including Subseries 
Lecture Notes In Artificial Intelligence And Lecture Notes In 
Bioinformatics” had published the highest 1491 publications. 
The majority of the researches were published in Book 
Series followed by Conference Proceedings and Journals. 
The co-occurrence network analysis of keywords shows that 
the published literature addresses the topics related to “text 
mining,” “machine learning,” “Social Media,” etc. The result 
showed a growing interest in LDA-based bibliometric analysis 
for modeling the topics of scientific literature. The present 
study considered citations of an original published source of 
LDA as the data source for bibliometric analysis. Therefore, 
scholars can further test this approach on different algorithms. 
This research serves as a comprehensive guide for researchers 
to stay updated with the development and applications of the 
LDA. 
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